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GLOSSARY

capital deepening An increase in the amount of pro-
ductive capital available per unit of labor.

computer productivity paradox Co-existence of slow
measured productivity growth and the computer
revolution in the United States in the 1980s and
early 1990s.

constant-quality price index A price series for a consis-
tently defined set of production characteristics over
time; also called a quality-adjusted price deflator.

growth accounting Methodology for analyzing the pri-
mary sources of economic growth (capital, labor,
and total factor productivity growth).

hedonic function Relationship between the price of a
good or service and the quantity of characteristics
that product embodies.

information technology (IT) investment Purchases of
computer hardware, computer software, and
telecommunications equipment by firms to be used
as a production input.

labor productivity growth Increases in output per
hour worked.

production function Economic relationship between
inputs, technology, and output for a firm, industry,
or economy.

total factor productivity growth (TFP) Increases in
output per all production inputs.
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[V. ALTERNATIVE VIEWS OF THE IMPACT OF IT
V. CONCLUSIONS

One of the defining features of the United States
economy in the 1990s is the massive expenditure on in-
formation technology equipment and software. With
the United States economy surging over the same pe-
riod, this raises an obvious and important question: What
is the economic impact of information technology? Not
surprisingly, there is a large and growing literature on
the question and this essay reviews the empirical re-
search done by economists and business analysts. The
essay begins with a discussion of how economists think
about information technology and measure it using the
hedonic theory of prices. The next section reviews the
empirical estimates of the impact of information tech-
nology, both at the macroeconomic level of the entire
United States economy and then at the more micro-
economic level of individual firms or industries. In both
cases, the evidence is building that information tech-
nology is having a substantial economic impact. The fi-
nal section of the essay discusses some of the conclu-
sions about information technology and the potential
impact on the United States economy in the future.

I. INTRODUCTION

Over the last two decades United States firms have
pumped more than $3 trillion into information tech-
nology (IT) investments, defined here to include pur-
chases of computer hardware, computer software, and
telecommunications equipment by United States firms.
In 1999 alone, United States investments in these as-
sets totaled $373 billion, which accounted for nearly
one-quarter of all United States nominal investment in
fixed assets. Clearly, United States firms are making a



major commitment to IT, presumably in the hope of
improving their performance and profitability.

This steady adoption of IT reflects the unprece-
dented decline in the relative price of computing
power and the explosion of IT capability—measured
in terms of the gigantic leaps in processing speed,
memory, transmission capacity, and storage space, etc.
The official United States price data for IT investment
goods, for example, show the quality-adjusted price of
computer hardware, which measures the price of a
fixed amount of computing power, falling nearly 18%
per year since 1965—a cumulative decline of 99.8%.
In recent years, the declines are even more dramatic
with the quality-adjusted prices of computer hardware
falling nearly 28% per year from 1995-1999.

Enormous price declines like these are familiar to
technologists and economists alike, and reflect the
fundamental technical progress in the production of
computers, semiconductors, and other high-tech
gear—Moore’s Law in action. This leads directly to
the rapid accumulation of IT investment goods as
firms and households respond to relative price
changes, substitute between production inputs, and
invest heavily in IT assets that are much cheaper now
than in the past. Real investment in computer hard-
ware, for example, grew more than 37% per year from
1995-1999, while real investment in software and
telecommunications equipment increased 21 and
14%, respectively. These growth rates far outpace
those of other investment assets and gross domestic
product (GDP), and show the increasing importance
of IT to United States businesses and the United States
economy.

What is the impact of this technological progress
and accumulation of IT assets on the United States
economy? Not surprisingly, there has been a sizable
amount of economic and business research that ad-
dresses this question. The early evidence was typically
disappointing and led to a great deal of interest in the
“computer productivity paradox,” which can be
summed up by Nobel Laureate Robert Solow’s famous
quote: “You can see the computer age everywhere but
in the productivity statistics.” This research is summa-
rized by a number of excellent reviews that discuss the
early evidence and potential explanations by Bryn-
jolfsson and Yang (1996), Sichel (1997), and Triplett
(1999). In recent years, however, the United States
economy has performed much better and many econ-
omists have begun to believe that IT is now having a
substantial impact on the United States economy.

Beginning in the mid-1990s, the United States econ-
omy experienced a surge in labor productivity (de-
fined as output per hour) growth, a critical measure
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of the success of an economy that helps determine
long-run economic growth and living standards. For
the years 1996-1999, labor productivity for the United
States nonfarm business sector grew 2.45% per year,
compared to only 1.45% for 1990-1995 and 1.38%
for 1980-1989. While a one percentage point increase
in labor productivity might seem small at first glance,
it is quite significant and, if sustainable, reflects a pro-
found change for the United States economy. Sus-
tained productivity growth at a higher rate raises the
potential growth rate for the economy, increases per
capita income at a faster pace, and contributes to
higher standards of living.

Figure 1 shows the two trends of rapid acceleration
of IT investment and the surge in labor productivity in
the late 1990s. The simple observation of strong IT in-
vestment, falling IT prices, and accelerating productiv-
ity growth, of course, does not identify IT as the causal
factor in the success of the United States economy.

In 2000, Jorgenson and Stiroh, Oliner and Sichel,
and Whelan, however, all concluded that IT is indeed
playing a major role in the United States productivity
revival. After examining the impact of both the pro-
duction and the use of IT, this evidence suggests that
IT is having a substantial impact through both chan-
nels, a conclusion that stands in sharp contrast to ear-
lier research that typically found only a modest IT im-
pact at the aggregate level.

In terms of IT production the industries that make
IT goods, particularly computers and semiconduc-
tors, are experiencing fundamental technological
progress that is driving down the relative prices of
these goods and allowing them to greatly expand their
production. Economists often measure this type of
technological progress as “total factor productivity
growth,” which represents the ability to produce an
increasing amount of output from the same inputs.
The IT-using industries, in turn, respond to these
falling prices and are rapidly accumulating IT through
the rapid investment mentioned above. This “capital
deepening” contributes to labor productivity growth
as workers in these industries have more and better
capital equipment with which to work.

Both the technological progress in the production
of IT and the capital deepening from the use of IT
have contributed to improved labor productivity for
the United States economy as a whole. While estimates
vary and some debate remains about the specific mech-
anism, a consensus is emerging that IT has played an
important role in the recent success of the United
States economy. Moreover, I'T-related components, no-
tably processing chips, are increasingly incorporated
into a wide variety of other business, government, and
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Figure 1 U.S. labor productivity growth and real IT investment, 1965-1999. [Productivity is annual average growth
rate for the nonfarm business sector from the Bureau of Labor Statistics (BLS), August 2000. IT investment is from
the Bureau of Economic Analysis (BEA) National Income and Product Accounts (NIPA), August 2000.]

consumer goods that directly increase the economic
impact and consumer welfare effects of IT.

There is also a large body of microeconomic evi-
dence that examines the impact of IT on the individ-
ual firms and industries that are making these massive
investments. A consensus is also building there that
suggests I'T is having a substantial impact on the pro-
ductivity and performance of the IT-using firms. In
2000, Brynjolfsson and Hitt show this is particularly
true when the firms make complementary innova-
tions, e.g., retraining the labor force or reorganizing
the production structure, that allow them to fully re-
alize the gains from IT. Some argue that these com-
plementary investments are the critical part of the
successful implementation of IT-related production
techniques.

The strong recent performance of the United
States economy and apparent success of some IT-
related firms and industries has also led some ob-
servers to argue that IT is changing the way businesses
operate in more fundamental ways that go beyond
traditional economic analyses. By pointing out the
potential effects of network externalities, production
spillovers, and the benefits of lower information costs,
these proponents claim there is a “new economy”
driven in large part by IT. One must be careful, how-
ever, not to overstate the economic impact of IT. In
many ways, old economic principles still apply and
the recent behavior of the United States economy is
readily explained by traditional methods. Technological
progress, relative price changes, and capital deepen-
ing effects have always played a large part in deter-

mining the success and growth of an economy, and IT
is now another channel through which these familiar
forces apply.

Il. HOW ECONOMISTS MEASURE IT

A critical first step in understanding the economic im-
pact of IT is to successfully quantify and measure IT
in a way that is consistent with both economic theory
and the available data. The appropriate theory is a
production function that relates output to various
production inputs, e.g., labor, physical capital, and
purchased materials, and the level of technology. In
this framework, IT represents both the output of those
firms and industries that produce IT goods and a cap-
ital input into the production process of other firms
and industries that use IT. In both cases, the U.S. Na-
tional Income and Product Accounts (NIPA), which
measure the United States GDP, provide the neces-
sary data to begin an analysis of the economic impact
of IT at the aggregate level.

This essay focuses on IT investment goods, defined
here to include computer hardware, computer soft-
ware, and telecommunications equipment. All three IT
assets are investment goods that are produced by one
firm and sold to other firms as a long-lasting produc-
tion asset; they are a component of the investment cat-
egory of the NIPA. This captures a large portion of I'T-
related assets, but not everything that might be
considered IT. Some IT-related goods like semicon-
ductors are primarily sold as intermediate goods and



incorporated into a wide range of other products, e.g.,
the processing chip in an automobile or machine tool.
While these goods embody much of the same tech-
nology and form an important part of the broader IT
revolution, this review focuses on the three investment
assets typically designated as IT by economists.

As a second caveat, IT goods are also becoming an
increasingly important type of consumption good for
United States consumers and investment good for the
government sector. For consumers, purchases of home
personal computers, personal digital assistants, and
wireless telephony are clearly important aspects of the
IT revolution. Similarly, the United States government
devotes considerable resources to IT investment to
provide improved government services. This review
focuses on the private United States business econ-
omy, so the impact of IT on consumers and the gov-
ernment is not discussed in detail.

A. IT in the National Accounts

The official statistics for the United States economy,
the NIPA maintained by the Bureau of Economic
Analysis (BEA) of the Department of Commerce, con-
tain data on United States private business investment
in a variety of equipment asset and structures. The
NIPA investment series are published quarterly and in-
clude data for computer hardware, computer software,
and telecommunications equipment. These three IT
classes are all actually aggregates of more detailed in-
vestment data; computer hardware, for example, is an
aggregate of several subcomponents (personal com-
puters, mainframes, storage devices, printers, and
monitors, and other computer peripheral equipment,
not elsewhere classified) that comprise the “computer
and peripheral equipment” category in the NIPA. Most
economic studies use the level of IT investment ag-
gregation easily available in the NIPA data.

For each investment asset, the NIPA report infor-
mation on the dollar value of expenditures (called
nominal or current dollars), the price (called the
price index or price deflator), and the quantity of in-
vestment (called real, constant, or chain-weighted dol-
lars). As a matter of definition, real investment equals
nominal investment divided by the corresponding
price index for individual assets.

The nominal value of investment in IT assets is col-
lected by BEA from various surveys and is relatively
straightforward to obtain and analyze. These data for
investment goods typically come from surveys by the
U.S. Census Bureau, but also reflect a variety of other
sources. For IT investment goods, in particular, some
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data sources are a bit different. For example, the cur-
rent dollar investment for software are also estimated
from the input-output tables maintained by BEA, the
Bureau of Labor Statistics (BLS) employment data,
and other sources.

The construction of a consistent time series of
prices and real investment is much more difficult from
the economic perspective. A dollar spent today on
computer hardware, for example, provides consider-
ably more real computing power than a dollar spent
last year, so a simple comparison of dollar expendi-
tures on IT over time would be quite misleading. This
type of comparison also implies that real computing
power is becoming much cheaper over time since a
given dollar of expenditure yields more computing
power today than in the past.

To deal with this difficulty, the NIPA and econo-
mists employ “constant-quality price indexes,” which
measure the price of a common set of productive char-
acteristics over time and translate observed nominal
dollar expenditures into comparable estimates of real
investment, e.g., real computing power for computer
hardware. This effectively captures the enormous qual-
ity improvements across successive generations of IT
assets and treats these quality gains as a reduction in
the price of IT. For example, by dividing the observed
series of nominal hardware investment by the corre-
sponding constant-quality price index, one obtains a
consistent time series that represents real investment
in computing power, measured in “constant-quality ef-
ficiency units,” each year. As a concrete example, if
nominal investment increases 10% between two years
while the constant-quality price index falls 20%, the
NIPA treat this as a 30% increase in real investment.

These steady quality gains largely reflect familiar
technological forces like Moore’s Law—the doubling
of the power of a computer chip every 18 months or
so—that are such a dominant feature of I'T. Since the
performance and capabilities of recent models of
computers easily surpass those considered state-of-
the-art just a few years earlier, this type of adjustment
is critical to developing an accurate assessment of the
economic impact of IT. Moreover, since IT investment
is an increasingly important part of the United States
GDP, accurate measurement of IT improves the sta-
tistical system and helps us to better understand the
production capabilities of the United States economy.

B. Measuring Constant-Quality Prices

The BEA first introduced quality-adjusted price in-
dexes for computers and peripherals in December



Economic Impacts of Information Technology

1985, drawing on joint work it had done with IBM by
Cole etal. (1986). In 1996, BEA introduced the “chain-
weighting” concept for measuring real output, which
reduced the bias resulting from prices that rapidly
change relative to their base-year values. This helps to
more accurately gauge the contribution of any invest-
ment asset to output growth. More recently, BEA in-
corporated quality-adjusted price information from
the Producer Price Index (PPI) program at the BLS
for various types of computer hardware and software
investment goods.

The constant-quality price indexes were originally
implemented based on a hedonic function, defined
as “a relation between prices of varieties or models of
heterogeneous goods—or services—and the quanti-
ties of characteristics contained in them” (Triplett,
1989, pg. 128).” The hedonic theory of prices pro-
vides one way to effectively account for the enormous
quality change over time and to construct a constant-
quality price deflator by measuring the price change
associated with a particular set of productive charac-
teristics. For example, if a personal computer sold for
the same price in two adjacent years but contained
more memory and a larger hard drive in the second
year, then a constant-quality price index would mea-
sure this as a decline in the price of real computing
power.

A simple specification for the hedonic approach
would be a regression equation like:

InPy=> B+ > 3D +¢ (1)
J t

where P;, is the price of computer i at time ¢, ¢;,, are
the j relevant characteristics of that computer obser-
vation, and D, are a set of dummy variables for each
period in the sample.

Intuitively, the hedonic approach does not focus
on the price of an individual computer unit like a per-
sonal computer or a mainframe system (P;,;), but
rather on the implicit prices (B;) of the component
characteristics (¢;;,) that users demand and value.
The hedonic function for desktop computers em-
ployed by the BLS in 1998, for example, included
productive characteristics like main processor speed
(CPU in megaherz), hard-drive size (in gigabytes),
amount of Sdram (in megabytes), and dummy vari-
ables for the inclusion of alternative storage devices,
digital video disks, speakers, fax modem, etc.

By comparing changes in the observed prices of
computers and the quantity of various productive
characteristics over time, one can construct a con-
stant-quality price index for a fixed set of characteris-
tics from the implicit prices of the included charac-

teristics. More specifically, a constant-quality price in-
dex can be calculated by taking the antilogs of the es-
timated & coefficients in Eq. (1) to estimate how the
price of a fixed set of characteristics varies over time.

Alternatively, one could use the implicit prices to
adjust for the different amount of characteristics
across models and impute prices for those not pro-
duced in a given year. This latter approach is similar
to that actually employed by the BLS PPI program,
which uses hedonic estimates to quality-adjust ob-
served prices when the producer indicates a change
in the technological characteristics of the product.
The basic goal of adjusting for quality, however, is the
same and the end result is a constant-quality price in-
dex that recognizes changes in the productive char-
acteristics of a given asset over time.

C. Current Methodology for
Estimating IT Prices

The U.S. NIPA currently incorporate constant-quality
price indexes for several types of IT investment goods.
For computer hardware, the price indexes in the NIPA
are currently based on PPIs for mainframes, personal
computers, storage devices, terminals, and other
peripheral equipment that incorporate various quality
adjustments. Details on the methodology and source
data used to develop price estimates of each type of
computer hardware vary across the particular hard-
ware component and time period.

For computer software, several different estimation
techniques and data sources are used by BEA for var-
ious types of computer software in the NIPA. These
different software categories include prepackaged
software (nonspecialized use software that is sold or
licensed in standardized form), custom software (soft-
ware that is tailored to the specifications of a business
or government unit), and own-account software (in-
house expenditures for new or upgraded software for
internal use). For prepackaged software, BEA uses a
combination of quality-adjusted estimates that are
based on the price index for computer hardware, a
hedonic index for applications, a matched model in-
dex for selected prepackage software, and the PPI for
applications software. For own-account software, the
price index is based on the input-cost indexes that re-
flect the changing costs of computer programmers,
systems analysts, and intermediate inputs. This ap-
proach assumes no change in the productivity of com-
puter programmers and shows considerably less price
decline than the quality-adjusted prepackaged
indexes. For custom software, the prices index is



defined as the weighted average of the prepackaged
and own-account indexes.

Finally, for telecommunications equipment, qual-
ity-adjusted price indexes based on hedonic estimates
are incorporated only for telephone switching equip-
ment and cellular phones. Conventional price defla-
tors are employed for transmission gear and other
components.

D. Data on IT Prices and Quantities

The next step is to examine the data on investment
in the three IT assets: computer hardware, software,
and communications equipment. All data discussed
here come directly from the U.S. NIPA and are avail-
able from the BEA web site at http://www.bea.doc.gov.
Figure 2 shows the official investment deflators for
each IT asset, while Fig. 3 shows the real quantity of
investment, measured in chain-weighted 1996 dollars.
Both figures report data from 1965-1999.

Figure 2 clearly shows the enormous decline in the
quality-adjusted price of computer hardware. From
1965-1999, for example, the price of computer hard-
ware fell 17.9% per year; the more recent period,
1995-1999, is even more remarkable with an average
annual price decline of 27.7% per year. As a compar-
ison, the GDP deflator, the price of all GDP output,
rose 1.6% per year from 1995-1999. This dramatic
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relative price change reflects the massive technical
progress in the production of computers and the
steady increase in computing power that is captured
by the constant-quality price methodology currently
employed by BEA.

The prices of computer software and telecommu-
nications equipment, in contrast, show a much more
modest annual price increase of 1.1 and 2.1% for
1965-1999, respectively. For 1995-1999, prices de-
clined by 1.6 and 1.8% per year. These relatively slow
price declines may reflect differences in the underly-
ing rate of technical progress in the production of
software and telecommunications equipment, or it
may reflect practical difficulties in the construction of
the price indexes for these assets. As discussed above,
only portions of the nominal investment in software
and telecommunications equipment are currently as-
sociated with constant-quality deflators. Some have ar-
gued that these methodological differences are quite
important and that the official price indices may un-
derstate the true decline in cost of purchasing soft-
ware and communications power.

Figure 3 shows real investment in the three IT as-
sets, measured in 1996 chain-weighted dollars and
highlights the dramatic acceleration in real IT invest-
ment during the 1990s. From 1995-1999, real invest-
ment in computer hardware, software, and telecom-
munications equipment grew 37.1, 20.8, and 14.3%,
respectively, compared to 4.1% for United States GDP.

1985 1990

1995\

Figure 2 Prices of IT investment, 1965-1999. [From the Bureau of Economic Analysis (BEA) National Income and

Product Accounts (NIPA), August 2000.]
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Moreover, if the official prices are in fact understating
the quality change and relative price declines of soft-
ware and communications equipment, these real in-
vestment series are also understated. Simulations by
Jorgenson and Stiroh that incorporate alternative de-
flators with larger quality adjustments for software
and telecommunications equipment suggest this
could have a sizable impact on measured output
growth.

This brief review discusses the methodology cur-
rently employed by BEA to measure IT investment
and reports current estimates on the price and quan-
tity of IT investment. Since investment is an impor-
tant component of GDP, this type of analysis is crucial
to understanding the role of IT in the United States
economy. Moreover, IT investment data provide the
critical building block needed to measure the eco-
nomic impact of IT in a production function analysis.

Ill. QUANTIFYING THE ECONOMIC
IMPACT OF IT

This section turns the discussion to the measurement of
the impact of IT on the United States economy. As men-
tioned above, IT has distinct roles as an output and an
input. The economic impact through both channels
can be measured with a standard “production function”
analysis. This framework can be used at the firm, in-
dustry, or aggregate level, and has a long and successful
history in economic analysis as a tool for studying the
sources of economic growth and productivity.

A. IT and the Aggregate
Production Function

An appropriate starting point is a brief discussion of
an “aggregate production function,” which relates the
amount of output an economy produces to the
amount of inputs available for production and the
level of technology. This approach has long been a
tool for understanding the historical sources of eco-
nomic growth and for projecting the potential growth
of an economy in the future.

The basic production function models a relation-
ship between an economy’s outputs, Y, and the pri-
mary factors of production that include capital, K,
and labor, L, and the level of technology A:

Y=A-f(KL) (2)

where Yis a concept similar to GDP that measures the
production of goods and services in the portion of
the economy being examined; K is the service flow
from the productive capital stock of equipment and
structures, as well as land and inventories; and L is a
measure of labor input that represents both the qual-
ity of the labor force and the number of hours worked.
Ais often referred to as total factor productivity (TFP),
and measures how effectively inputs are transformed
into outputs. An increase in TFP allows more output
to be produced from the same inputs.

To quantify the impact of IT, one must quantify the
two roles for IT identified above. First, IT investment
is an output of the firms and industries that produce
IT and thus is a part of ¥, which can be decomposed



into an IT portion and a non-IT portion. Second, IT
investment is an input that adds directly to the pro-
ductive capital of firms and industries that use IT.
Therefore, K can also be decomposed into an IT por-
tion and a non-IT portion. More specifically, Eq. (2)
can be rewritten in an extended form to highlight the
role of IT:

(Y, I, I, I,) = A- (K, K, K, K,,, ) (3)

where Y, is real non-IT output, I, is real computer
hardware investment, /; is real software investment, I,
is real telecommunications equipment investment, K,
is non-IT capital services, K, is computer hardware
capital services, K, is computer software capital ser-
vices, and K,, is telecommunications equipment capi-
tal services. L and A are defined as in Eq. (2).

Under standard economic assumptions about la-
bor, capital, and output markets, theory suggests that
Eq. (3) can be transformed into a growth rate version
where the weighted growth rates of various outputs
equal the weighted growth rates of inputs plus the
growth rate of TFP:

Weighted Growth of Outputs =
Weighted Growth of Inputs + Growth in TFP
or

Wy,, * AlnYn + wy, Aln[[ + wy, - AIHIS + wr,, * Alnlm

= UK, Aann + Uk, * Aanc + UKy * Aans (4)
+ vk, - AInK,, + v, - AinL + AlnA

where wrefers to the nominal share of the subscripted
output in total output, v refers to the nominal share
of the subscripted input in total output, A refers to a
change or first difference, and the following equali-
ties must hold wy, + w;, + w;, + wy;, = vk, + vk, +
vk, + vk, + v, = 1.0. The share-weighted growth of
each variable is referred to as the “contribution” of
that variable.

Equation (4) is a standard “growth accounting”
equation, which can identify the contribution of IT
outputs and inputs to economic growth. The left-hand
side decomposes output growth into the contribution
from non-IT output and the various IT components,
while the right-hand side identifies the contributions
of IT capital inputs, non-IT capital inputs, labor, and
TFP growth. Note that TFP growth is calculated as a
residual, defined to balance Eq. (4).

At this point it is useful to be precise about what
economists mean by technology in the aggregate pro-
duction function framework. In this model, technol-
ogy represents the ability to produce more output
from the same inputs, measured as TFP growth, AlnA
in Eq. (4). While measured TFP growth is often viewed
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as a pure indicator of technological progress, it more
accurately represents the joint impact of technologi-
cal change and other important factors like omitted
variables such as research and development spending,
increasing returns to scale, or output reallocations.
Thus, measured TFP growth is best viewed as a proxy
for technological progress.

It should also be emphasized that in the production
function framework, IT investment is not considered
“technology” per se. Rather, IT investment is a capital
input that contributes to production as firms make I'T-
related investments and accumulate capital. Technol-
ogy, as defined by economists and measured as total fac-
tor productivity, however, does factor directly into the
production of IT as will be discussed in detail below.

B. Data and Measurement for
Production Functions

Successful implementation of this production func-
tion approach to measuring the impact of IT requires
a substantial amount of I'T-related data, most of which
can be obtained from the basic NIPA investment data
described above. On the output side, one needs the
annual growth rate of each type of IT investment and
the corresponding share of IT investment in total
output. The growth rate of investment can be calcu-
lated directly from the chain-weighted investment se-
ries in the NIPA that are presented in Fig. 3. The
nominal share of IT investment can be easily calcu-
lated as the nominal value of IT investment divided
by the value of total output produced, essentially
nominal GDP.

On the input side, things are a bit more compli-
cated, since one must transform investment into a
productive capital stock and estimate the value of the
productive services from that stock. Briefly, capital
stocks are typically estimated on a net basis by cumu-
lating past investment and subtracting deterioration
and retirement as older goods become less useful and
are eventually scrapped. That is, the capital stock
grows as firms make new investments in equipment
and structures, but falls as older goods become less
productive or are retired. The growth rate of IT cap-
ital is calculated from the time series of this net stock.
The value of IT capital services is estimated from eco-
nomic theory and reflects a variety of factors includ-
ing depreciation, capital gains (or losses in the case of
IT due to falling prices), the opportunity cost of in-
vesting, and tax parameters. The value of IT capital
services can then be used to calculate the nominal in-
put share of IT by dividing by the value of output.
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C. The Macroeconomic Evidence

Before reviewing the empirical results, it is worthwhile
to discuss the expected impact of IT in this standard
economic model. Since IT is both an output and an
input, there should be at least two observable impacts.
On the output side, more rapid IT investment by
United States firms suggests more rapid production
of IT goods, so one should expect to see a growing
contribution of IT as an output in Eq. (4). Moreover,
since it is fundamental technological change in the
production of IT that is driving down the relative
prices, one should also expect to see somewhat faster
aggregate TFP growth due to more effective IT pro-
duction. On the input side, rapid investment leads di-
rectly to growth in the capital stock and, therefore, a
larger contribution of IT capital inputs in Eq. (4).
Note, however, that the use of IT through invest-
ment does not directly affect measured TFP growth in
the standard model. If IT is measured correctly, then
the productive benefits from using IT will be directly
captured by the contribution of IT capital inputs.
That is, IT investment may allow firms to produce
more output, but it is precisely because they have
more productive capital goods, not because they have
technological progress in the economic sense de-
scribed above. If rapid investment is sufficient so cap-

ital growth outpaces growth in the labor force, this in-
creases the amount of capital available per worker,
“capital deepening,” and should contribute directly to
rising labor productivity.

Table I reports estimates for the sources of growth
analysis described by Eq. (4). This provides informa-
tion on the rate of economic growth and the contri-
butions of inputs and outputs, and highlights several
well-known trends. The United States economy shows
relatively slow economic growth during much of the
1970s, 1980s, and early 1990s, followed by a strong
pickup in the late 1990s. This pickup reflects both an
increase in the contribution of capital inputs from the
recent investment boom and faster TFP growth. As dis-
cussed next, both trends can be traced in part to IT.

On the output side, the rapid acceleration in the
production of IT investment goods can be clearly seen
from the growing contribution of each IT asset. When
the early 1990s are compared to the late 1990s, for ex-
ample, the total contribution of the three IT assets
nearly doubles from 0.38 percentage points to 0.72
percentage points so more production of IT assets is
an important contributor to the faster output growth
in recent years. On the input side, the story is similar.
The three IT capital inputs show a steady increase in
their contribution to United States economic growth.
For the most recent period, they contributed 0.75

Table | The Sources of U.S. Economic Growth, 1959—1999
Preliminary
1959-1998  1959-1973  1973-1990  1990-1995  1995-1998 1995-1999
Growth in output (Y) 3.63 4.33 3.13 2.74 4.73 4.76
Contribution of selected output
components
Other output (Y,) 3.35 4.18 2.83 2.36 4.01 4.04
Computer investment (/) 0.15 0.07 0.16 0.20 0.39 0.39
Software investment (/) 0.07 0.03 0.08 0.13 0.21 0.21
Telecommunications investment (7,,) 0.06 0.05 0.06 0.05 0.12 0.13
Contribution of capital services (K) 1.77 2.07 1.62 1.20 2.17 2.33
Other capital (K,) 1.45 1.89 1.27 0.80 1.42 1.53
Computer capital (K,) 0.18 0.09 0.20 0.19 0.46 0.49
Software capital (K) 0.08 0.03 0.07 0.15 0.19 0.21
Telecommunications capital (K,,) 0.07 0.06 0.08 0.06 0.10 0.11
Contribution of labor (L) 1.23 1.25 1.17 1.18 1.57 1.44
Aggregate total factor productivity (7FP) 0.63 1.01 0.33 0.36 0.99 0.99
Average labor productivity (ALP) 2.04 2.95 1.44 1.37 2.37 2.58

Notes: A contribution of an output and an input is defined as the share-weighted, real growth rate. Other output includes the remain-
ing types of investment goods plus consumption goods. Other capital includes the remaining types of capital input plus consumer durable
services.

Adapted from Jorgenson, D. W., and Stiroh, K. J. (2000). Raising the speed limit: U.S. economic growth in the Information Age. Brook-
ings Papers on Economic Activity 1. pp. 125-211.
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percentage points, which accounted for nearly one-
third of the total contribution of all capital assets.
Compared to earlier periods, this is a dramatic accel-
eration in the contribution of IT, particularly for com-
puter hardware, which more than doubled from 0.19
percentage points for the early 1990s to 0.46 for the
late 1990s.

The estimates also show that TFP growth jumped
from about 0.35% per year from 1973-1995 to 0.99%
for 1995-1998. This is a remarkable acceleration and
reflects, in part, improved technology and efficiency
in the production of goods and services, particularly
IT goods.

These specific estimates are taken from Jorgenson
and Stiroh, but other studies show similar magnitudes.
Oliner and Sichel (2000) employed a similar method-
ology and estimated that both the contribution of IT
capital and TFP growth increased substantially in the
late 1990s, and Whelan estimated an even larger IT
contribution. While methodological differences make
exact comparisons difficult, these three studies reach
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a similar conclusion—IT has played an important role
in the resurgence of United States economic growth
in the late 1990s.

D. Industry-Level Evidence

One can also directly consider how IT-producing in-
dustries contributed to the acceleration of aggregate
TFP growth in the 1990s by examining TFP growth in
these particular industries. The BLS produces estimates
of TFP growth for 20 manufacturing industries that in-
clude two IT-producing industries. Computer hard-
ware, for example, is included in the “industrial and
commercial machinery” industry, while telecommuni-
cations equipment and semiconductor production are
included in the “electrical and electronic machinery”
industry, defined by the Standard Industrial Classifica-
tions (SIC) codes as SIC #35 and #36, respectively.
Table II reports the BLS estimates of total factor
productivity growth for the manufacturing industries

Table Il Industry Total Factor Productivity Growth, 1949-1998
Industry 1949-1973 1973-1979 1979-1990 1990-1995 1995-1998

Manufacturing 1.5 —0.6 1.1 1.1 2.5
Food and kindred products 0.7 0.1 0.4 0.7 -0.5
Tobacco manufactures na na na na na
Textile mill products 2.3 3.3 2.1 1.5 1.1
Apparel and related products 0.7 1.9 0.6 0.5 1.4
Paper and allied products 1.6 —-1.2 0.0 0.2 1.1
Printing and publishing 0.5 —0.7 —0.9 —-1.2 -0.3
Chemicals and allied products 2.5 —2.6 0.7 -0.3 1.0
Petroleum refining 0.8 —0.6 —0.1 0.3 1.2
Rubber and miscellaneous plastic products 1.0 —-1.9 1.4 1.1 1.6
Leather and leather products na na na na na
Lumber and wood products 1.7 0.4 2.5 -1.8 -0.8
Furniture and fixtures 0.6 0.4 0.6 0.6 1.6
Stone, clay, glass, and concrete products 1.1 -1.3 1.4 0.7 2.1
Primary metals industries 0.4 -2.3 0.3 0.7 1.6
Fabricated metals products 0.5 —-1.0 0.5 0.4 —0.1
Industrial & commercial machinery 0.7 0.1 3.2 3.0 7.6
Electrical & electronic machinery 2.1 1.0 3.1 5.5 7.2
Transportation equipment 1.5 —0.6 0.2 0.4 1.2
Instruments 1.8 1.2 1.4 0.0 0.8
Miscellaneous manufacturing 1.5 —1.1 1.1 —0.4 0.2

Noles: All growth rates are average, annual rates. IT-producing industries are shaded.
From Bureau of Labor Statistics (2000). Multifactor productivity trends, 1998. USDL 00-267. http://www.bls.gov/mprhome.htm.
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from 1949 to 1998. For the most recent period
1995-1998, the electrical and electronic machinery
industry shows TFP growth of 7.2% per year, while the
industrial and commercial machinery industry shows
growth of 7.6%. Both estimates are considerably faster
than the 2.5% annual growth for manufacturing as a
whole, which suggests that it is indeed fundamental
technical progress that is driving output growth and
generating falling relative prices in the production of
high-tech investment goods.

To be more precise about the contribution of the
IT-producing industries to aggregate TFP growth,
Oliner and Sichel isolated the contribution to aggre-
gate TFP from component industries, e.g., computer-
producing sector, semiconductor-producing sector,
and the remainder of the economy. They also esti-
mated aggregate TFP growth for the nonfarm busi-
ness sector, which they report increased from 0.48%
per year for 1991-1995 to 1.16% for 1996-1999. This
is similar to the aggregate estimates reported in Table
I, but methodological and definitional differences
cause some divergence.

Table III reports Oliner and Sichel’s decomposi-
tion estimates and clearly shows that accelerating TFP
growth in the production of computers and semicon-
ductors made a substantial contribution to faster ag-
gregate TFP growth for the United States economy in
the late 1990s. For the early 1990s, the vertically inte-
grated computer sector that includes the production
of embedded semiconductors contributed just 0.23
percentage points to aggregate TFP growth. For
1996-1999, the contribution of this broad sector more
than doubled to 0.49 percentage points per year.
Given the still relatively small size of the computer
and semiconductor sectors, this contribution is sub-
stantial and highlights the important impact that IT is
having on the United States economy.

What is responsible for this strong measured TFP
growth in the production of computers, telecommu-
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nications equipment, and semiconductors? At a prac-
tical level, it largely reflects the accelerating declines
in the quality-adjusted prices of computers and semi-
conductors. As discussed earlier, the NIPA price index
for computer hardware showed a dramatic change in
the mid-1990s when price declines accelerated from
the 20% per year range to the 30% per year range.
This translates into faster real output growth.

At a deeper and more fundamental level, this sug-
gests more rapid technical progress (measured as to-
tal factor productivity growth) in the production of
these high-tech assets. As technology improves, high-
tech firms are able to produce better, more powerful
IT goods at lower and lower prices. Some have attrib-
uted this development to the shortening of the prod-
uct cycle for semiconductors and more intense com-
petitive pressures. As more powerful models are
brought to market more rapidly, this yields falling
quality-adjusted prices and suggests more rapid tech-
nical progress in the production of high-tech assets.

E. Microeconomic Evidence

The evidence discussed above primarily deals with the
impact of IT on the aggregate United States economy
and component industries. There is also a great deal of
empirical research that moves beneath this economy-
wide data to examine the impact on the individual
firms and narrowly defined industries that use IT.

The theoretical impact of IT investment and use is
relatively clear—IT investment should lead to better
performance and labor productivity gains for the firms
and industries that invest in the latest I'T equipment.
The earliest evidence reviewed by Brynjolfsson and
Yang (1996), however, was somewhat mixed with some
studies finding a substantial positive impact from com-
puter use, and others reporting evidence of a nega-
tive or insignificant impact.

Table lll Contribution of IT to Aggregate TFP Growth, 1974-1999
1974-1990 1991-1995 1996-1999
Nonfarm business TFP 0.33 0.48 1.16
Computer sector 0.12 0.16 0.26
Semiconductor sector 0.08 0.12 0.39
Other nonfarm business 0.13 0.20 0.50
Computer plus computerrelated 0.17 0.23 0.49

semiconductor sector

Notes: All numbers are annual, average growth rates.
Adapted from Oliner, D., and Sichel, D. E. (Fall 2000). The resurgence of growth in the late
1990s: Is information technology the story? Journal of Economic Perspectives, Vol. 14, No. 4, 3-22.
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More recently a consensus points to a substantial
positive impact from IT and they conclude “taken col-
lectively, these studies suggest that information tech-
nology is associated with substantial increases in output
and productivity.” IT can also affect firms in ways that
go beyond output and productivity gains. There is some
evidence, for example, that IT can lead to higher mar-
ket valuations, reduce the needed level of inventories,
increase the level of intangible assets, and contribute
significantly to enhanced consumer welfare.

A related branch of research looks at how IT af-
fects the structure of firms that use it most intensively.
These studies conclude that a critical part of the suc-
cessful implementation of IT is the need for firms and
managers to undertake complementary investments
and pursue innovations in their production processes
and work practices. That is, investment in IT hard-
ware and software is not enough; firms must also
reengineer themselves to reap the potential benefits.

There are many types of innovations that may be
necessary. For example, the lower costs of IT may al-
low more flexible production that is not restricted to
simple, standardized products. Other types of com-
plementary innovations that might be needed include
workforce reskilling, increased worker authority, new
procedures for interacting with suppliers like elec-
tronic supply chains, business-to-business applications,
and specialized pricing in recognition of the hetero-
geneity of customers. Moreover, the magnitude of
these complementary investments may be much
greater than the cost of the IT system itself, so it may
be difficult to isolate and identify the precise impact
of IT on the performance or profitability of a given
firm.

IV. ALTERNATIVE VIEWS OF THE IMPACT OF IT

The evidence discussed so far suggests an important
role for IT in the recent success of the United States
economy. Both in terms of output and input effects,
the aggregate and industry data show that IT is mak-
ing a clear and growing contribution to the growth
and productivity of the United States economy. Not
all economists agree, however, and there are alterna-
tive points of view that range along the optimism scale
from quite pessimistic to exuberantly optimistic.

A. IT Pessimism

Critics of the optimistic IT picture argue that some
economists ignore many obvious factors that affect
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how IT actually affects the performance of the indi-
vidual firms that use these high-tech assets. For ex-
ample, there are complementary costs like continu-
ous software upgrades, system compatibility problems
and downtime, large training and staffing costs, and
well-publicized failures of IT systems that simply do
not work as planned. All of these have economic ef-
fects that combine to reduce the impact of IT.

Gordon outlined his skeptical view in 2000 and ar-
gued that the use of IT is having relatively little im-
pact on the United States economy, and that the IT
revolution pales in comparison to the inventions from
earlier ages. His study examines the performance of
the United States economy and concludes that there
has been little pickup in the long-run trend growth
rate of productivity, which is what economists really
care about, in the bulk of the economy not involved
in the actual production of IT assets. Rather, he finds
that the recent productivity gains for the United States
economy can largely be attributed to cyclical factors,
and to the enormous productivity gains in the rela-
tively narrow portion of the economy that actually
produces computers and other durable goods.

For the United States economy as a whole, Gordon
reported that labor productivity increased by 1.33 per-
centage points when 1995-1999 is compared to the
trend for 1972-1995. Of this increase, he estimates
that only a 0.83 percentage point reflects a rise in the
underlying productivity trend, which is attributed pri-
marily to methodological changes in price calcula-
tions, labor composition changes, capital deepening,
and the contribution of faster TFP growth in the pro-
duction of computers, semiconductors and other
durables. This leaves very little trend productivity
growth elsewhere in the economy. Gordon attributed
the remaining one-half of a percentage point, 1.33
less 0.83 percentage points, to an unsustainable cycli-
cal effect that may fade as the economy slows. That is,
productivity growth naturally accelerates during out-
put expansions and output growth has been quite
rapid in recent years. When output growth slows, pro-
ductivity growth may also slow. The exact magnitude
of this cyclical effect remains uncertain, however, since
we have not completed the business cycle, so this re-
mains an important question.

Gordon also concludes that computers and the In-
ternet fall short when compared to the great inven-
tions and innovations of earlier periods like electricity,
the internal combustion engine, indoor plumbing,
chemicals, and plastics, etc. This argument is sup-
ported by the observation that the continued decline
in the price of computers now allows them to be used
for less beneficial and productive pursuits, an argu-
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ment about diminishing marginal benefits of IT. Other
factors that may limit the impact of IT on the United
States include limitations imposed by human beings
that operate computers, the need for face-to-face con-
tact in some industries that preclude computers from
replacing labor, and the still relatively small share of
computers in the United States economy.

B. IT Optimism

A second alternative perspective comes from the opti-
mistic end of the spectrum. Some “new economy” pro-
ponents argue that IT is unique, a fundamentally dif-
ferent type of innovation with much larger actual and
potential gains. In this view, IT is a “transcendent tech-
nology” that changes the way business operates by boost-
ing productivity, reducing costs, and improving the flex-
ibility of the firm and its labor force. Kelly, for example,
argued in 1997 that IT may yield additional benefits
from increasing returns, productive externalities, and
network economies where scale and scope lead to ex-
ponential growth once a critical mass is reached.

The optimistic view of IT is supported by the idea
that economists may be unable to measure much of
what IT actually does. This measurement problem
view is often mentioned by the new economy propo-
nents who claim that the impact of IT is understated
in the economic statistics, so there may be even larger
benefits than economists can readily observe. Exam-
ples include improved consumer convenience like au-
tomated teller machines (ATMs), increased product
quality and variety from better inventory management
systems, and new financial products, all of which are
directly related to the IT revolution but hard for econ-
omists to measure. As evidence, one can point to the
high concentration of IT investment in service sectors
where output and productivity are notoriously hard to
measure. In 1998, Stiroh reported that approximately
three-fourths of IT investment in the 1980s occurred
in service related industries like trade, finance, insur-
ance, and real estate (FIRE), and other services.

Mismeasurement of IT-related output can obscure
the economic impact in two ways. One, I'T-intensive ser-
vice sectors are steadily growing as a share of the econ-
omy, so any existing measurement problems now lead
to a larger understatement of aggregate output and
productivity. Sichel (1997b) finds this channel to be
quantitatively small, however. Two, measurement errors
may be becoming worse within I'T-intensive sectors as IT
facilitates a host of new products and quality improve-
ments. Indeed, the BLS recognizes this to be a severe
problem for productivity analysts, as discussed by Dean

13

in 1999. The question of whether IT is making eco-
nomic measurement problems more severe is an im-
portant, and unanswered, research question.

Finally, the optimistic view of IT gains some sup-
port from the “delay hypothesis,” which argues that
the largest economic impact of IT may still lie ahead.
In 1990, David argued that the productive impact of
electricity took several decades to permeate through
the economy as firms learned how to best implement
this new technology. One might expect the same de-
lay for IT; once a critical mass is reached and suffi-
cient operational knowledge is accumulated, there
could be massive gains from IT. This delay hypothe-
sis, however, is countered by the argument of dimin-
ishing returns of Gordon, who suggests that the most
productive uses of IT have already been exploited by
the early adopters and by the fact that it is now more
than four decades since the first commercial sale of a
mainframe computer.

V. CONCLUSIONS

This article examines the impact of information tech-
nology on the United States economy from a variety
of economic perspectives. In sharp contrast to earlier
research from the 1980s and early 1990s that led to
the “computer productivity paradox,” a consensus is
now building that information technology has indeed
played a major role in the recent revival of the United
States economy. Economic growth is strong, and labor
productivity is rising for an extended period at rates
not seen since the 1960s. While some questions re-
main unresolved and economists will undoubtedly
continue to debate the evidence, the record is be-
coming increasingly clear—IT has been an important
economic force in the 1990s.

Looking to the future, itis less clear what one should
expect from IT, and economists have made reasonable
arguments with quite different conclusions. Some ar-
gue that the best may be behind us. If the most at-
tractive information technology applications like auto-
mated reservation systems or electronic inventory
management systems have already been exploited,
then future information technology investment may
be employed in increasingly unattractive pursuits. This
decidedly pessimistic view is opposed by the “new econ-
omy” proponents, who argue that we are just now
achieving the critical mass of IT, complementary in-
novations, and knowledge that will spark a continued
wave of productivity and value-enhancing uses.

A third, less extreme, view is that as long as the
price of computing power continues to decline at the
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rates seen over the last few decades, United States
firms and households will continue their investment
and substitution toward IT. In this scenario, familiar
economic forces will operate and the rapid accumu-
lation of IT will likely remain an important contribu-
tor to the growth and productivity of the United States
economy. Since these falling prices are the direct re-
sult of the fundamental technological advances dri-
ving the information technology revolution, their like-
lihood is a question best suited for the engineer and
computer scientist, and not the economist.

SEE ALSO THE FOLLOWING ARTICLES
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I. INTRODUCTION
[Il. VALUE CHAIN AND E-COMMERCE
[ll. E-COMMERCE BUSINESS MODELS
IV. DEFINING E-COMMERCE
V. E-COMMERCE VERSUS TRADITIONAL COMMERCE
VI. MAJOR CATEGORIES OF E-COMMERCE

GLOSSARY

business-to-business (B2B) e-commerce Involves elec-
tronic transactions among and between businesses.

business-to-consumer (B2C) e-commerce Businesses
sell goods and services directly to consumers.

buyer-controlled marketplace A buyer or a group of
buyers open an electronic marketplace and invites
sellers to bid on the announced products or re-
quest for quotations (RFQs).

consumer-to-business (C2B) e-commerce Involves in-
dividuals selling goods and services to businesses.

consumer-to-consumer (C2C) e-commerce Involves
business transactions among individuals using the
Internet and web technologies.

electronic business (e-business) Any electronic trans-
action (e.g., information exchange), which sub-
sumes e-commerce. E-business encompasses all the
activities that a firm performs for selling and buy-
ing services and products using computers and
communications technologies.

electronic data interchange (EDI) An application-to-
application transfer of business documents between
computers using industry-defined standards.

electronic funds transfer (EFT) Electronic transfer of
money by financial institutions.

e-commerce business models Different methods and
procedures of doing business used by e-businesses
to generate revenue and stay viable using the web
and web technologies.

Encyclopedia of Information Systems, Volume 2
Copyright 2003, Elsevier Science (USA). All rights reserved.

|
|

VIl. ADVANTAGES AND DISADVANTAGES OF E-COMMERCE
VIIl. A BUSINESS-TO-CONSUMER E-COMMERCE CYCLE
IX. BUSINESS-TO-BUSINESS E-COMMERCE: A SECOND LOOK
X. MAJOR MODELS OF BUSINESS-TO-BUSINESS
E-COMMERCE
XI. WIRELESS AND VOICE-BASED E-COMMERCE

e-procurement Conducting procurement functions
(buying goods and services) over the Web.

extranet A secure network that uses Internet and Web
technologies to connect two or more intranets of
business partners, enabling business-to-business
communications.

intranet A network within the organization that uses
Web technologies (TCP/IP, HTTP, FTP, simple mail
transport protocol [SMPT], HTML, and XML) for
collecting, storing, and disseminating useful infor-
mation throughout the organization. This infor-
mation supports e-commerce activities such as sales,
customer service, and marketing.

nonbusiness and government e-commerce Using
e-commerce functions and technologies for im-
proving productivity by government agencies (lo-
cal, state, federal) and by nonprofit organizations.

organizational (intrabusiness) e-commerce Using
e-commerce functions and technologies for im-
proving productivity within an organization.

seller-controlled marketplace Businesses and con-
sumers use the seller’s product catalog and order
products and services on-line.

third-party controlled marketplace This B2B model is
not controlled either by sellers or buyers, rather by
a third party. The marketplace generates its rev-
enue from the fees generated by matching buyers
and sellers.

trading partner agreements A B2B e-commerce model
automates the processes for negotiating and enforc-
ing contracts between participating businesses.

15
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value chain Consists of a series of activities designed
to satisfy a business need by adding value (or cost)
in each phase of the process.

voice-based e-commerce Conducting e-commerce ac-
tivities using voice (natural language) and com-
munications technologies.

wireless e-commerce Conducting e-commerce activi-
ties using mobile and wireless networks.

I. INTRODUCTION

This article first defines value chain analysis, explains
the e-commerce role in the value chain process, and
reviews popular e-commerce business models that are
being used by successful e-businesses. It then provides
a detail definition of e-commerce and e-business and
reviews the major components of e-commerce. This
article also compares e-commerce with traditional
commerce and then discusses the major categories of
e-commerce including business-to-consumer (B2C),
business-to-business (B2B), consumer-to-consumer
(C2C), organizational (intrabusiness), consumer-to-
business (C2B), and nonbusiness and government. It
further explores the advantages and disadvantages of
e-commerce and then explains major activities in-
volved in a B2C e-commerce life cycle. This article
provides a discussion of various B2B e-commerce
models including seller-controlled marketplace,
buyer-controlled marketplace, third-party controlled
marketplace, and trading partner agreements. It then
concludes with an overview of wireless and voice-based
e-commerce as the most promising growth areas in
the e-commerce environment.

Il. VALUE CHAIN AND E-COMMERGE

One way to look at e-commerce and its role in the
business world is through value-chain analysis. Michael
Porter introduced the value-chain concept in 1985. It
consists of a series of activities designed to satisfy a
business need by adding value (or cost) in each phase
of the process. A typical business organization (or a
division within a business organization) designs, pro-
duces, markets, delivers, and supports its product(s)
or service(s). Each of these activities adds cost and
value to the product or service that is eventually de-
livered to the customer. For example, in a furniture-
manufacturing firm, the firm buys raw materials
(wood) from a logging company and then converts
these raw materials (wood) into finished product
(chair), chairs are shipped to retailers, distributors, or
customers. The firm markets and services these prod-
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ucts (chairs). In addition to these primary activities
that result in a final product or service, Porter also in-
cludes supporting activities in this process. These sup-
porting activities include the following:

Obtaining various inputs for each primary activity
Developing technology to keep the business
competitive

Managing human resources

Managing company infrastructure

In the above example, the value chain may continue
after delivering chairs to the furniture store. The store,
by offering other products and services and mixing
and matching this product with other products, may
add additional value to the chair. Also, value-chain
analysis may highlight the opportunity for the furni-
ture manufacturer to manufacture chairs directly. This
means it may enter in the logging business directly or
through partnership with others. In any industry, an
enterprise is located in a value chain when it buys
goods and services from suppliers, adds value, and
sells them to customers.

E-commerce, its applications and its supporting
technologies, provides the business platform for real-
izing Porter’s visions. The Internet can increase the
speed and accuracy of communications between sup-
pliers, distributors, and customers. Moreover, the In-
ternet’s low cost means that companies of any size will
be able to take advantage of value-chain integration.
E-commerce may enhance value chain by identifying
new opportunities for cost reduction. The following
are some examples:

® Reducing cost. Using e-mail to notify customers
versus using regular mail.

* Revenue improvement or generation. Selling to
remote customers using the company web site.
These sales would not have been materialized
otherwise, or selling digital products such as songs
or computer software or distributing software
through the Web.

® Product or service improvement. Offering on-line
customer service or new sales channel
identification.

Many companies have taken advantage of the Web
and e-commerce to reduce cost, improve revenue,
and increase customer service. For example, Micro-
soft Direct is a web site that provides on-line order-
management and customer-assistance services to
shoppers acquiring Microsoft products. It operates us-
ing on-line storefronts that hand shoppers over to Mi-
crosoft Direct as soon as they have selected the prod-
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ucts they want to order. Dell Computer generates a
large portion of its revenue through the Web by elim-
inating the middleman. Cisco Systems sells much of
its networking hardware and software over the Web,
improving revenue and reducing cost. United Parcel
Service (UPS) and Federal Express use the Internet
to track packages that result in enhanced customer
service.

According to Jupiter Media Metrix, a New York In-
ternet research company, on-line retail sales will reach
$104 billion in 2005 and $130 billion by 2006, up
from $34 billion in 2001. This data indicates the In-
ternet growth and its applications in brick-and-mortar
companies as well as in on-line retailers for generat-
ing additional revenue.

lll. E-COMMERCE BUSINESS MODELS

Similar to traditional businesses, the ultimate goal of
an e-business is to generate revenue and make a profit.
It is true that the Internet has improved productivity
for almost all the organizations that are using it. How-
ever, the bottom line is that productivity must be con-
verted to profitability. The fall of many “dotcom” com-
panies in 2000 and 2001 is a clear indication of this
phenomenon. The survivors are clearly those busi-
nesses with a sound business model of how they plan
to make a profit and sustain a business for future
growth.

To achieve profitability as the ultimate goal, differ-
ent e-businesses or e-commerce sites position them-
selves in different parts of the value-chain model dis-
cussed in the last section. To generate revenue, an
e-business either sells products or services or shortens
the link between the suppliers and consumers. Many
B2B models try to eliminate the middleman by using
the Web to deliver products and services directly to
their customers. By doing this they may be able to of-
fer cheaper products and better customer service to
their customers. The end result would be a differen-
tiation between them and their competitors, increased
market share, and increased customer loyalty.

Products sold by e-businesses could be either tradi-
tional products, such as books and apparel or digital
products, such as songs, computer software, or elec-
tronic books. E-commerce models are either an exten-
sion or revision of traditional business models, such as
advertising and auction models, or a new type of busi-
ness model that is suitable for the Web implementa-
tion, such as informediary, selling information col-
lected over the Web about individuals and businesses
to other businesses. The most popular e-commerce
models are the following:
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® Merchant

® Brokerage

e Advertising
¢ Mixed

¢ Informediary
¢ Subscription

The merchant model is basically the transferring of
an old retail model to the e-commerce world by using
the Internet. There are different types of merchant
models. The most common type of merchant model is
similar to a traditional business model that sells goods
and services over the Web. Amazon.com is a good ex-
ample of this type of business model. An e-business
similar to amazon.com utilizes the services and tech-
nologies offered by the Web to sell products and ser-
vices directly to the consumers. By offering good cus-
tomer service and reasonable prices, these companies
establish a brand on the Web. The merchant model is
also used by many traditional businesses to sell goods
and services over the Internet. Dell, Cisco Systems,
Gateway, Staples, Micro Warehouse, Nordstrom, and
Compagq are popular examples.

These companies eliminate the middleman by gen-
erating a portion of their total sale over the Web and
by accessing difficult to reach customers.

Using the brokerage model the e-business brings
the sellers and buyers together on the Web and col-
lects a commission on the transactions. The best ex-
ample of this type is an on-line auction site such as
eBay, which generates additional revenue by selling
banner advertisement on their sites. Other examples
of the brokerage model are on-line stockbrokers, such
as NDB.com, E¥TRADE.com, and Schwab.com, which
generate revenue through collecting commissions
from both buyers and sellers of securities.

The advertising model is an extension of tradi-
tional advertising media, such as radio and television.
Search engines and directories such as AltaVista and
Yahoo! provide contents (similar to radio and TV)
and allow the users to access this content for free. By
creating significant traffic, these e-businesses are able
to charge advertisers for putting banner ads or leas-
ing spots on their sites.

The mixed model generates revenue both from ad-
vertising and subscription. Internet service providers
(ISPs) such as America Online (AOL) Time Warner
generate revenue from advertising and their cus-
tomers’ subscription fees for Internet access.

E-businesses that use the informediary model col-
lect information on consumers and businesses and
then sell this information to interested parties for mar-
keting purposes. For example, NetZero.com provides
free Internet access; in return it collects information
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related to the buying habits and surfing behavior of
customers. This information is later sold to advertis-
ers for direct marketing. eMachines.com offers free
PCs to its customers for the same purpose.
E-businesses such as BizRate.com® collect informa-
tion related to the performance of other sites and sell
this information to advertisers.

Using a subscription model an e-business might
sell digital products and services to its customers. The
Wall Street Journal and Consumer Reports are two exam-
ples. Street.com is another example of this model that
sells business news and analysis based on subscription.

IV. DEFINING E-COMMERGE

An e-business encompasses all activities that a firm
performs for selling and buying products and services
using computers and communications technologies.
In broad terms, an e-business includes a host of re-
lated activities, such as on-line shopping, sales force
automation, supply-chain management, electronic
payment systems, web advertising, and order manage-
ment. E-commerce is buying and selling goods and
services over the Internet. Based on this definition,
e-commerce is part of e-business. However, in many
cases the two are used interchangeably.

E-business, a major contributor to the popularity of
global information systems, is a system that includes
not only those transactions that center on buying and
selling goods and services to generate revenue, but
also those transactions that support revenue genera-
tion. These activities include generating demand for
goods and services, offering sales support and cus-
tomer service, or facilitating communications between
business partners.

Table |

Major Beneficiaries of E-Commerce

Banks

Brokerage firms
Entertainment companies
Government agencies
Insurance companies
Marketing firms
Publishing firms

Retailers

Training organizations
Travel industries

Universities
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Table Il

Business Uses of the Internet

Buying and selling products/services
Collaborating with others
Communicating within organizations
Gathering general information
Gathering information on competitors
Providing customer service

Providing software update and patches
Providing vendor support

Publishing and disseminating information

E-commerce builds on traditional commerce by
adding the flexibility offered by computer networks
and the availability of the Internet. By generating and
delivering timely and relevant information through
computer networks, e-commerce creates new oppor-
tunities for conducting commercial activities on-line,
and thus it fosters easier cooperation between differ-
ent groups: branches of a multinational company shar-
ing information for a major marketing campaign;
companies working to design and build new products
or offer new services; or businesses sharing informa-
tion to improve customer relations.

Table I lists some of the major beneficiaries of
e-commerce. A close examination of these businesses
and entities reveals the potential for e-commerce to
generate revenue and reduce costs. For example,
banks use the Web for diverse business practices and
customer service. The entertainment industry utilizes
the Web extensively for offering diverse products and
services.

Different branches of governments using e-com-
merce have experienced major cost savings. For ex-

Table Il Popular Products and Services
Purchased On-Line

Airline tickets and travel

Apparel and footwear

Banking services

Books and music

Computer hardware, software, and other electronics
Flowers and gifts

Stock brokerage services

Entertainment

Information for conducting research and evaluating
competition
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Table IV Examples of Companies Using E-Commerce
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Amazon.com provides access to several million books electronically. It also sells music CDs, electronics, software, toys, video

games, prescription drugs, and much more

Drugstore.com, and CVS.com refill and sell new drugs and vitamins and other health and beauty products on-line

American Express successfully uses e-commerce for credit card transactions

Apple Computer sells computers on-line (Apple.com)

autobytel sells cars over the Web

Charles Schwab, National Discount Brokers, and E¥TRADE have successfully used e-commerce for on-line security transactions

Cisco Systems sells data communications components over the Web

Dell Computer and Gateway sell computers through their web sites and allow customers to configure their systems on the Web

and then purchase them
Epicurious.com sells exotic foods over the Web

Peapod.com sells groceries over the Web

Proctor & Gamble and IBM conduct order placements electronically

Virtual Vineyards sells expensive wines from small vineyards over the Web

ample, the United States federal government uses
electronic data interchange (EDI) for requests for
quotes (RFQs), quotes, award notices, purchase or-
ders, and invoices.

Table II lists business uses of the Internet. These
services and capabilities are a core part of a success-
ful e-commerce program. They are either parts of a
value chain or are included as supporting activities
discussed earlier in the article.

Table III lists some popular products and services
that can be purchased on-line. Close examination of
these products and services reveals their suitability for
e-commerce transactions. Several successful e-businesses

including amazon.com have established their business
models around selling these products and services.

Table IV lists companies using e-commerce, high-
lighting the products and services that are most suit-
able for web transactions. Table V lists the top 10
countries with the highest sales volume in e-commerce
operations. This table is a guide for the investigation
and implementation of e-commerce on the interna-
tional scene. As this table shows, e-commerce is esti-
mated in the United States to generate approximately
$3.2 trillion in revenue in 2004.

Table VI lists the top on-line retail sites based on
sales volume in August 2000. Again this table high-

Table V. Top 10 E-Commerce Countries

Country Total sales (%) E-commerce sales (in $ millions)
2004 2000 2004 (estimates)
1. United States 13.3 488.7 3189.0
2. Japan 8.4 31.9 880.3
3. Germany 6.5 20.6 386.5
4. United Kingdom 7.1 17.2 288.8
5. Australia 16.4 5.6 207.6
6. France 5.0 9.9 206.4
7. South Korea 16.4 5.6 205.7
8. Taiwan 16.4 4.1 175.8
9. Canada 9.2 17.4 160.3
10. Italy 4.3 7.2 142.4

[Adapted from Forester Research and INFOWORLD, May 15, 2000, p. 20.]
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Table VI Top On-Line Retail Sites Based on
Sales Volume in 2000

Amazon.com
Ticketmaster.com
Buy.com

CDnow.com
Sears.com
Barnesandnoble.com
JCPenney.com
Real.com

Pets.com

[Adapted from INFOWORLD, September 25,
2000, p. 22.]

lights those e-businesses that have been able to gen-
erate the highest sales in 2000. A close investigation
of the business model used by these companies may
serve as a guide for others.

V. E-COMMERCE VERSUS
TRADITIONAL COMMERCE

Although the goals and objectives of both e-commerce
and traditional commerce are the same, selling prod-
ucts and services to generate profits, they do it quite
differently. In e-commerce, the Web and telecom-
munications technologies play a major role. In
e-commerce there may be no physical store, and in
most cases the buyer and seller do not see each other.
Table VII compares and contrasts traditional com-
merce and e-commerce. However, it is important to
notice that currently many companies operate with a
mix of traditional and e-commerce. Just about all

Table VII
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medium and large organizations have some kind of
e-commerce presence. The Gap, Toys-R-Us, Office
Depot, Wal-Mart Stores, and Sears are a few examples.

Vl. MAJOR CATEGORIES OF E-COMMERCE

The several categories of e-commerce in use today are
classified based on the nature of transactions, includ-
ing B2C, B2B, C2C, C2B, organizational (intrabusi-
ness), and nonbusiness and government. In the fol-
lowing paragraphs we define these categories.

A. Business-to-Consumer

In business-to-consumer (B2C) e-commerce, busi-
nesses sell directly to consumers. Amazon.com,
barnes-andnoble.com and onsale.com are three good
examples of this category. Amazon.com and its busi-
ness partners sell a diverse group of products and
services to their customers, including books, videos,
DVDs, prescription drugs, on-line auctions, and much
more. In addition to pure B2C e-commerce players
such as amazon.com, other traditional businesses have
entered the virtual marketplace by establishing com-
prehensive web sites and virtual storefronts. Wal-Mart
Stores, the Gap, and Staples are examples of compa-
nies that are very active in B2C e-commerce. In these
cases, e-commerce supplements the traditional com-
merce by offering products and services through elec-
tronic channels. Some experts believe that, in the
long term, these types of businesses should be more
successful than pure e-commerce businesses. Some of
the advantages of these e-commerce sites and compa-
nies include availability of physical space (customers
can physically visit the store), availability of returns

E-Commerce versus Traditional Commerce

Activity

Traditional commerce

E-commerce

Product information
Business communications
Check product availability
Order generation
Product acknowledgments Phone, fax

Invoice generation

Magazines, flyers
Regular mail, phone
Phone, fax, letter

Printed forms

Printed forms

Web sites and on-line catalogs
E-mail

E-mail, web sites, and extranets”
E-mail, web sites

E-mail, web sites, and EDI”

Web sites

a . ~ . .
Extranets are the connection of two or more intranets. Intranets are internal networks that use

web technologies.
Electronic data interchange.
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(customers can return a purchased item to the physi-
cal store), and availability of customer service in these
physical stores.

B. Business-to-Business

Business-to-business (B2B) involves electronic transac-
tions among and between businesses. This technology
has been around for many years through electronic
data interchange (EDI) and electronic funds transfer
(EFT). In recent years the Internet has significantly in-
creased B2B transactions and has made B2B the fastest
growing segment within the e-commerce environment.
In recent years extranets have been effectively used
for B2B operations. The reliance of all businesses
upon other companies for supplies, utilities, and ser-
vices has enhanced the popularity of B2B e-commerce.
An example of B2B is an auto exchange formed by
Ford, DaimlerChrysler, and General Motors called
covisint (http://www.covisint.com). This system offers
services in areas of procurement, supply-chain man-
agement, and collaborative product development.
Partners achieve build-to-order capability through
connectivity among the key lines of business and
throughout an individual company’s supply chain.
Companies using systems such as covisint report mil-
lions of dollars in savings by increasing the speed,
reducing errors, and eliminating many manual activi-
ties. Wal-Mart Stores are another major player in B2B
e-commerce. Wal-Mart’s major suppliers (e.g., Proctor
& Gamble, Johnson & Johnson, and others) sell to
Wal-Mart Stores electronically; all the paperwork is
handled electronically. These suppliers can access on-
line the inventory status in each store and replenish
needed products in a timely manner. In a B2B envi-
ronment, purchase orders, invoices, inventory status,
shipping logistics, and business contracts handled
directly through the network resultin increased speed,
reduced errors, and cost savings.

C. Consumer-to-Consumer

The consumer-to-consumer (C2C) category involves
business transactions among individuals using the In-
ternet and web technologies. Using C2C, consumers
sell directly to other consumers. For example, through
classified ads or by advertising, individuals sell services
or products on the Web or through auction sites such
eBay.com. Using the Web, consumers are able to sell a
wide variety of products to each other. A typical C2C
e-commerce offers catalogs, auctions, and escrow ser-
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vices. Consumers are also able to advertise their prod-
ucts and services in organizational intranets (discussed
later in the article) and sell them to other employees.

D. Consumer-to-Business

Consumer-to-business (C2B) e-commerce involves in-
dividuals selling to businesses. This may include a ser-
vice or product that a consumer is willing to sell. In
other cases an individual may seek sellers of a prod-
uct and service. Companies such as priceline.com
and mobshop.com for travel arrangements are exam-
ples of C2B. Individuals offer certain prices for spe-
cific products and services.

E. Organizational (Intrabusiness)

Organizational or intrabusiness e-commerce involves
all the e-commerce-related activities that take place
within the organization. The organization intranets
provide the right platform for these activities. These
activities may include exchange of goods, services, or
information among the employees of an organiza-
tion. This may include selling organization products
and services to the employees, conducting training
programs, offering human resources services, and
much more. Although they are not direct selling and
buying, some of these activities provide support for a
successful e-commerce program in human resources
management, finance, and marketing.

F. Nonbusiness and Government

The e-commerce applications in government and
many nonbusiness organizations are on the rise. Sev-
eral government agencies in the United Sates have
been using e-commerce applications for several years,
including the Department of Defense, Internal Rev-
enue Service, and the Department of Treasury. Uni-
versities are using e-commerce applications exten-
sively for delivering their educational products and
services on a global scale. Notfor-profit, political, and
social organizations also use e-commerce applications
for various activities, such as fundraising and political
forums. These organizations also use e-commerce for
purchasing (to reduce cost and improve speed) and
for customer service.

Experts predict that various types of e-commerce
involving government, businesses, and consumers will
grow significantly. For example, government agencies
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will purchase goods ranging from paper clips to mili-
tary helicopters using the Web. The market for on-
line government purchases is substantial and poten-
tially profitable for all the involved parties. According
to a report from technology research firm Gartner
federal, state, and local governments’ e-commerce
spending will grow to more than $6.2 billion by 2005
from $1.5 billion in 2000. The following are the vari-
ous categories of e-commerce involving government.

® Business to government (B2G): sale of goods or
services to a branch of the government

® Government to business (G2B): sale of goods or
services to a business, e.g., building permits

* Government to consumers (G2C): sale of goods or
services to consumers, e.g., driving licenses

e Consumers to government to (C2G): on-line
transactions between consumers and government,
e.g., tax payment, issuance of certificates or other
documents

* Government to government (G2G): on-line
transactions between and among different branches
of government or selling goods and services from
one state government to another state

VIl. ADVANTAGES AND
DISADVANTAGES OF E-GOMMERCE

Similar to traditional businesses, e-commerce presents
many advantages and disadvantages. If the e-commerce
is established based on the correct business model, the
advantages of e-commerce significantly outweigh its
disadvantages. Table VIII highlights some of the ad-
vantages of e-commerce.

In the e-commerce world, doing business around the
globe 7 days a week, 24 hours a day is a reality. Cus-
tomers in any part of the world with an Internet con-
nection can log onto the e-commerce site and order a
product or service. Holidays, weekends, after hours,
and differences in time zones do not pose any problem.

Using various tools such as cookies, e-mail, and the
company web site, the e-commerce site is able to gain
additional knowledge about potential customers. This
knowledge could be effectively used to better market
products and services. For example, the e-business
would know the customer preferences, shopping
habits, gender, age group, etc.

In the e-commerce environment, customer in-
volvement could be significantly improved. For ex-
ample, the customer can provide an on-line review of
a book that he or she has recently purchased from the
e-commerce site, or the customer may participate in
various open forums, chat groups, and discussions.
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Table VIII

Selected Possible Advantages of E-Commerce

Doing business around the globe 7 days a week,
24 hours a day

Gaining additional knowledge about potential customers
Improved customer involvement

Improved customer service

Improved relationships with suppliers

Improved relationships with the financial community
Increased flexibility and ease of shopping

Increased number of customers

Increased return on capital and investment, since no
inventory is needed

Personalized service

Product and service customization

An e-commerce site, by using tools such as an on-
line help desk, company web site, and e-mail is able
to improve customer service. Many of the customers’
questions and concerns are answered using these tools
with minimum cost. Printing forms on-line, down-
loading software patches, and reviewing frequently
asked questions (FAQs) are other examples of cus-
tomer service.

A B2B e-commerce site can improve its relationships
with suppliers. E-commerce technologies enable these
businesses to exchange relevant information on a timely
basis with minimum cost. Using B2B e-commerce
assists businesses in managing a comprehensive inven-
tory management system. An e-commerce site can im-
prove its relationships with the financial community
through the timely transfer of business transactions
and a better understanding of the business partner’s fi-
nancial status.

Increased flexibility and ease of shopping is a sig-
nificant advantage of e-commerce. The customer does
not need to leave his or her home or office and com-
mute to purchase an item. The customer does not
need to look for parking in a shopping mall during
holidays, nor risk losing the supervision of his or her
small children or elderly relatives (for even a short
period). Shopping tasks can be done from the privacy
of the home with a few clicks of mouse.

An e-business or a traditional business with an
e-commerce presence could increase its potential
customers. Customers from remote locations and
those outside of the business geographical bound-
aries can purchase products and services from the
e-commerce site.

In many cases an e-commerce site should be able
to increase return on capital and investment since no
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inventory is needed. An effective e-commerce pro-
gram is able to operate with no inventory or with min-
imum inventory. In some cases an e-commerce site
serves as middleman, taking orders from customers,
routing orders to suppliers and making a profit. In
other cases an e-commerce site is able to maintain
minimal inventory and fill customers’ orders through
a justin-time (JIT) inventory system. By having no or
minimal inventory, the e-commerce site could avoid
devaluation in inventory due to the release of a new
product, change in fashion, season, etc.

In many cases an e-commerce site by using various
web technologies is able to offer personalized service
to its customers and at the same time customize a
product or service that best suits a particular cus-
tomer. By collecting relevant information on different
customers, a particular product or service could be
tailor-made to customer taste and preference. In some
cases, the customer may pick and choose, as in sites
that allow the customer to create his or her own CD,
travel plan, PC, automobile, etc.

Many of the disadvantages of e-commerce are re-
lated to technology and business practices. Most of
these disadvantages should be resolved in the near
future. Table IX lists some of the disadvantages of
e-commerce. In the following paragraphs I provide a
brief description of these disadvantages.

Possible capacity and bandwidth problems could
be a serious problem, however, several projects are
underway to resolve this issue in the near future.

Security and privacy issues are major concerns for
many e-businesses and consumers. Security risks to
companies involved in e-commerce posed by hackers
or e-terrorist attacks are varied and must be consid-
ered. Denial of service attacks that brought several
popular e-commerce sites into a temporary halt in
2000 and 2001 are major problems and must be care-
fully analyzed. However, security issues and measures
are expected to improve in coming years, through the
use of media other than credit cards on the Web, such
as e-wallet, e-cash, and other electronic payment sys-
tems. Also, the acceptance of digital signatures, more
widespread application and acceptance of encryption

Table IX Some Disadvantages of E-Commerce

Possible capacity and bandwidth problems

Security and privacy issues

Accessibility (not everybody is connected to the Web yet)
Acceptance (not everybody accepts this technology)

A lack of understanding of business strategy and goals

Integration with traditional legacy systems
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and biometric technologies, and greater awareness
and understanding of customers’ concerns may re-
solve some of the security and privacy issues.

The accessibility of customers issue will certainly
become more manageable, as the number of Internet
users increases daily. Also, the reduction in cost of
PCs, handheld, and other Internet appliances should
further increase Internet applications and result in
further accessibility of e-commerce.

Similar to other technologies acceptance of
e-commerce by the majority of people will take time.
However, the growth of the Internet and on-line shop-
ping points to further acceptance of e-commerce ap-
plications in the near future. When the technology is
fully accepted, a company’s e-business, strategies, and
goals should also become better understood.

The failure of communications companies to meet
demand for DSL (digital subscriber line) and other
high bandwidth technologies, and difficulties of inte-
grating new technology with companies’ legacy or in-
compatible propriety technologies are among other dis-
advantages of e-commerce that must be considered.

Vill. A BUSINESS-T0-CONSUMER
E-COMMERCE CYCLE

There are five major activities involved in conducting
B2C e-commerce:

1. Information sharing. A B2C e-commerce model may
use some or all of the following applications and
technologies to share information with customers:

Company web site

On-line catalogs

E-mail

On-line advertisements

Multiparty conferencing

Bulletin board systems

Message board systems

Newsgroups and discussion groups

2. Ordering. A customer may use electronic forms
(similar to paper forms, available on the company’s
web site) or e-mail to order a product from a B2C
site. A mouse click sends the necessary information
relating to the requested item(s) to the B2C site.

3. Payment. The customer has a variety of options
for paying for the goods or services. Credit cards,
electronic checks, and digital cash are among the
popular options.

4. Fulfillment. The fulfillment function could be very
complex depending upon the delivery of physical
products (books, videos, CDs) or digital products
(software, music, electronic documents). It also
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depends on whether the e-business handles its
own fulfillment operations or outsources this
function to third parties. In any case, fulfillment is
responsible for physically delivering the product
or service from the merchant to the customer. In
case of physical products, the filled order can be
sent to the customer using regular mail, Federal
Express, or UPS. The customer usually has the
option to choose from these various delivery
systems. Naturally for faster delivery, the customer
has to pay additional money. In case of digital
products, the e-business uses digital certificates to
assure security, integrity, and confidentiality of the
product. It may also include delivery address
verification and digital warehousing. Digital
warehousing stores digital products on a
computer until they are delivered. Several third-
party companies handle the fulfillment functions
for an e-business with moderate costs.

5. Service and support. Service and support are even
more important in e-commerce than traditional
businesses because e-commerce companies lack a
traditional physical presence and need other ways
to maintain current customers. It is much cheaper
to maintain current customers than to attract new
customers. For this reason, e-businesses should do
whatever they can in order to provide timely, high-
quality service and support to their customers. The
following are some examples of technologies and
applications used for providing service and support:
¢ E-mail confirmation
¢ Periodic news flash
¢ Online surveys

Help desk

Guaranteed secure transactions

Guaranteed online auctions

E-mail confirmation, periodic news flash, and on-
line surveys may also be used as marketing tools.
E-mail confirmation assures the customer that a par-
ticular order has been processed and that the cus-
tomer should receive the product or service by a cer-
tain date. In most cases, the e-mail confirmation
provides the customer with a confirmation number
that the customer can use to trace the product or
service.

Periodic news flash is used to provide customers
with the latest information on the company or on a
particular product or offering. Although on-line sur-
veys are mostly used as a marketing tool, their results
can assist the e-commerce site to provide better ser-
vices and support to its customers based on what has
been collected in the survey.
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Help desks in the e-commerce environment are
used for the same purpose as in traditional businesses.
They provide answers to common problems or pro-
vide advice for using products or services.

Guaranteed secure transactions and guaranteed on-
line auctions assure customers that the e-commerce
site covers all the security and privacy issues. These ser-
vices are extremely important because as mentioned
earlier, many customers still do not feel comfortable
conducting on-line business.

The B2B e-commerce model uses a similar cycle, as
discussed earlier; however, businesses use the follow-
ing four additional technologies extensively:

Intranets

Extranets

Electronic data interchange (EDI)
Electronic funds transfer (EFT)

IX. BUSINESS-TO-BUSINESS
E-COMMERCE: A SECOND LOOK

B2B is the fastest growing segment of e-commerce ap-
plications. The B2B e-commerce creates dynamic in-
teraction among the business partners; this represents
a fundamental shift in how business will be conducted
in the 21st century.

According to Jupiter Communications, Inc., an In-
ternet research company, B2B on-line trade will rise to
$6.3 trillion by 2005. The B2B e-commerce reduces cy-
cle time, inventory, and prices and enables business
partners to share relevant, accurate, and timely infor-
mation. The end result is improved supply-chain man-
agement among business partners. Table X summarizes
the advantages of B2B e-commerce. The following para-
graph provides brief descriptions of these advantages.

A B2B e-commerce lowers production cost by elim-
inating many labor-intensive tasks. More timely infor-
mation is achieved by the creation of a direct on-line
connection in the supply chain. Accuracy is improved

Table X Advantages of B2B E-Commerce

Lower production cost
More timely information
Increased accuracy
Improved cycle time
Increased communications

Improved inventory management
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because fewer manual steps are involved. Cycle time
improves because flow of information and products be-
tween business partners is made simpler. In other words
raw materials are received faster and information re-
lated to customer demands is also more quickly trans-
ferred. Naturally this close communication between
the business partners improves overall communication,
which results in improved inventory management and
control. Most of the disadvantages of e-commerce out-
lined in Table IX, also apply to B2B e-commerce.

X. MAJOR MODELS OF
BUSINESS-T0-BUSINESS E-COMMERCE

The three major types of B2B e-commerce models are
determined by who controls the marketplace: seller,
buyer, or intermediary (third party). As a result, the
following three marketplaces have been created:

¢ Seller-controlled
* Buyer-controlled
¢ Third-party exchanges

A relatively new model, called trading partner agree-
ments, facilitates contracts and negotiations among
business partners and is gaining popularity. Each
model has specific characteristics and is suitable for a
specific business. The following paragraphs provide a
description and examples of each.

A. Seller-Controlled Marketplace

The most popular type of B2B model for both con-
sumers and businesses is the seller-controlled market-
place. Businesses and consumers use the seller’s prod-
uct catalog to order products and services on-line. In
this model the sellers who cater to fragmented mar-
kets such as chemicals, electronics, and auto compo-
nents come together to create a common trading
place for the buyers. While the sellers aggregate their
market power, it simplifies the buyers search for al-
ternative sources.

One popular application of this model is
e-procurement, which is radically changing the buy-
ing process by allowing employees throughout the or-
ganization to order and receive supplies and services
from their desktop with just a few mouse clicks.
E-procurement significantly streamlines the tradi-
tional procurement process by using the Internet and
web technologies. This results in major cost savings
and improves the timeliness of procurement processes
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and the strategic alliances between suppliers and par-
ticipating organizations. It also offers all of the bene-
fits and advantages outlined in Table X.

Using e-procurement, the business logistics and
processes reside on the side of the purchasing com-
pany (the receiving partner). The procurement ap-
plication often has workflow procedures for the pur-
chasing-approval process, allows connection to only
company approved e-catalogs, and provides the em-
ployee with prenegotiated pricing. The main objec-
tive of e-procurement is to prevent buying from sup-
pliers other than the preapproved list of sellers, which
many companies will have for their normal procure-
ment activities, and also to eliminate processing costs
of purchases. Not following this process can be costly
to the receiving company because it may result in pay-
ing higher prices for needed supplies.

By using ongoing purchases, e-procurement may
qualify customers for volume discounts or special offers.
E-procurement software may make it possible to auto-
mate some buying and selling, resulting in reduced
costs and improved processing speeds. The participat-
ing companies expect to be able to control inventories
more effectively, reduce purchasing agent overhead,
and improve manufacturing cycles. E-procurement is
expected to be integrated into standard business sys-
tems with the trend toward computerized supply-chain
management. Using e-procurement, buyers will have lo-
cal catalogs with negotiated prices and local approvals.

B. Buyer-Controlled Marketplace

Large corporations (e.g., General Electric or Boeing)
with significant buying power or a consortium of sev-
eral large companies use this model. In this case a
buyer or a group of buyers opens an electronic mar-
ketplace and invites sellers to bid on the announced
products or RFQs (request for quotation). The con-
sortium among DaimlerChrysler, Ford, and General
Motors (to which Toyota recently joined) is a good ex-
ample of this model. Using this model the buyers are
looking to efficiently manage the procurement
process, lower administrative cost, and exercise uni-
form pricing.

Companies are making investments in a buyer-
controlled marketplace with the goal of establishing
new sales channels that increase market presence and
lower the cost of each sale. By participating in a buyer-
controlled marketplace a seller could do the following:

¢ Conduct presales marketing
e Conduct sales transactions
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Automate the order management process
Conduct postsales analysis

Automate the fulfillment process

Improve understanding of buying behaviors
Provide an alternate sales channel

Reduce order placement and delivery cycle time

C. Third-Party-Controlled Marketplace

A third-party-controlled marketplace model is not
controlled by sellers or buyers, but rather by a third
party. The marketplace generates revenue from the
fees generated by matching buyers and sellers. These
marketplaces are usually active either in a vertical or
horizontal market. A vertical market concentrates on a
specific industry or market. The following are some
examples of this type:

e Altra Energy (energy)

¢ Cattle Offering Worldwide (beef & dairy)

® Neoforma (hospital product supplies)

¢ PaperExchange.com (supplies for publishers)

¢ PlasticsNet.com (raw materials and equipment)

¢ SciQuest.com (laboratory products)

¢ Verticalnet.com (provides end-to-end e-commerce
solutions that are targeted at distinct business
segments through three strategic business units
VerticalNet Markets, VerticalNet Exchanges, and
VerticalNet Solutions.)

A horizontal market concentrates on a specific func-
tion or business process. It provides the same func-
tion or automates the same business process across
different industries. The following are some examples
of this type:

iMARK.com (capital equipment)

Employee.com (employee benefits administration)
Adauction.com (media buying)

Youtilities.com (corporate energy management
and analysis)

® BidCom.com (risk and project management
services)

A third-party-controlled marketplace model offers
suppliers a direct channel of communication to buy-
ers through online storefronts. The interactive proce-
dures within the marketplace contain features like
product catalogs, request for information (RFI), re-
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bates and promotions, broker contacts, and product
sample requests.

D. Trading Partner Agreements:
An Emerging Application

The main objectives of the trading partner agreements
B2B e-commerce model are to automate the processes
for negotiating and enforcing contracts between par-
ticipating businesses. This model is expected to be-
come more common as extensible markup language
(XML) and the e-business XML initiative (ebXML)
become more accepted. This worldwide project is at-
tempting to standardize the exchange of e-business
data via XML, including electronic contracts and trad-
ing partner agreements. Using this model enables
customers to submit electronic documents that previ-
ously required hard copy signatures via the Internet.
An act passed by the United States Congress (in Oc-
tober 2000) gives digital signatures the same legal va-
lidity as handwritten signatures. By electronically
“clicking” on the “button” entitled “I Accept,” the
sender inherently agrees to all of the terms and con-
ditions outlined in the agreement. Using this model,
business partners can send and receive bids, contracts,
and other information required in offering and pur-
chase of products and services.

The agreement ensures that bids, signatures, and
other documents related to transactions are genuine
when received electronically over the Internet. The
agreement is a substitute for all the hard copy forms,
ensuring that all obligations created are legally bind-
ing for all trading partners. It binds the parties to all
the previously agreed upon requirements of the doc-
uments and regulations.

The XML, a subset of the standard generalized
markup language (SGML), is a recent and flexible
technology for creating common information formats
that share both the format and the information
on the e-commerce infrastructure. The content in
terms of what information is being described and
transmitted is described by XML. For example, a
<BCONTRACT> could indicate that the information
transmitted was a business contract. In this case, an
XML file is processed purely as information by a pro-
gram, stored with similar information on another web
site, or, similar to an HTML document, displayed us-
ing a browser. Using this XML-based model, contracts
are transmitted electronically, and many processes
between trading partners are performed electroni-
cally, including inventory status, shipping logistics,
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purchase orders, reservation systems, and electronic
payments.

The main advantage of XML over hypertext markup
language (HTML) is that it can assign data type defini-
tions to all the data included in a page. This allows the
Internet browser to select only the data requested in any
given search, leading to ease of data transfer and read-
ability because only the suitable data are transmitted.
This may be particularly useful in m-commerce (mobile
commerce); XML loads only needed data to the browser,
resulting in more efficient and effective searches. This
would significantly lower traffic on the Internet and speed
up delay times during peak hours. At present, the tech-
nology for trading partner agreements is mostly based on
EDI technology, either Web-based or proprietary. More
and more proprietary EDI applications are being re-
placed with Web-based EDI. This will enhance ease of
use, lower cost, and increase the availability of this tech-
nology for smaller and medium-sized corporations.

XI. WIRELESS AND
VOICE-BASED E-COMMERGE

Wireless e-commerce based on the wireless applica-
tion protocol (WAP) has been around for many years.
European countries have been using wireless devices
for various e-commerce applications for several years.
Many telecommunications companies including
Nokia have been offering Web-ready cellular phones.
Microsoft is offering a wireless version of its Internet
Explorer called Mobile Explorer. Motorola, Nokia,
and Ericsson are in partnership with Phone.com to
offer wireless browsers. Phone.com has a full product
line that allows complete information services to be
developed and deployed for wireless devices. Major
e-commerce companies are developing the simple,
text-based interfaces required by today’s screen-
limited digital phones. Already, amazon.com has made
it possible to purchase various products using these
wireless devices. On-line brokerage firms such as
Charles Schwab offer stock trading using wireless de-
vices. Delta Air Lines is testing a system to offer all
flight information through wireless devices. The next
step in this revolution is voice-based e-commerce.
Just imagine picking up a phone and accessing a
web site and ordering a product. This application al-
ready exists. At the core of these new services are
voice recognition and text-to-speech technologies that
have improved significantly during the past decade.
Customers will be able to speak the name of the web
site or service they want to access, and the system will
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recognize the command and respond with spoken
words. By using voice commands, consumers would
be able to search a database by product name and lo-
cate the merchant with the most competitive prices.
At present, voice-based e-commerce will be suitable
for applications such as the following:

¢ Placing a stock trade

® Receiving sports scores

¢ Reserving tickets for local movies

¢ Buying a book

¢ Finding directions to a new restaurant

One method to conduct voice-based e-commerce is
to use digital wallets (e-wallets) on-line. In addition to
financial information these wallets include other re-
lated information, such as the customer’s address,
billing information, driver’s license, etc. This infor-
mation can be conveniently transferred on-line. Digi-
tal wallets are created through the customer’s PCs
and used for voice-based e-commerce transactions.
Security features for voice-based e-commerce are ex-
pected to include the following:

¢ Call recognition, so that calls have to be placed
from specific mobile devices

¢ Voice recognition, so that authorizations have to
match a specific voice

¢ Shipping to a set address that cannot be changed
by voice

There are already several voice portals on the mar-
ket. The following are among the most popular:

¢ BeVocal.com

¢ InternetSpeech.com
e Talk2.com

e Tellme.com

SEE ALSO THE FOLLOWING ARTICLES

Advertising and Marketing in Electronic Commerce ® Business-
to-Business Electronic Commerce ® Computer History ¢ Elec-
tronic Commerce, Infrastructure for e Enterprise Computing ®
Intranets ® Marketing ® Mobile and Wireless Networks ¢ Oper-
ating Systems ® Sales e Service Industries, Electronic Commerce
for e Value Chain Analysis

BIBLIOGRAPHY

Afuah, A., and Christopher, L. T. (2000). Internet business mod-
els and strategies. Boston, MA: McGraw-Hill-Irwin.



28

Anonymous. (March 2000). Voice-based e-commerce looms large.
E-Commerce Times available at: http://www.ecommercetimes.
com/news/articles2000,/000328-1.shtml.

Banham, R. (July 2000). The B-to-B. Journal of Accountancy. pp.
26-30.

Bidgoli, H. (2002). Electronic commerce: Principles and practice.
Academic Press, San Diego, CA: Academic Press.

Blankenhorn, D. (May 1997). GE’s e-<commerce network opens up
to other marketers. NetMarketing available at:http://www.
tpnregister.com/ tpnr/nw_ra.htm.

Electronic Commerce

Greenberg, P. A. (December 1999). Get ready for wireless
e-commerce. I-Commerce Times.

Kobielus, J. G. (2001). BizTalk: implementing business-to-business
e-commerce. Upper Saddle River, NJ: Prentice Hall.

Ovans, A. (May—June, 2000). E-procurement at Schlumberger.
Harvard Business Review, pp. 21-22.

Porter, M. E. (1985). Competitive advantage: Creating and sustain-
ing superior performance. New York: Free Press.

Purchasing online available at: http://www.manufacturing.
net/magazine/purchasing/archives/2000/pur0323.00/
032isupp.htm.



|
|

Electronic Commerce, Infrastructure for

Chun-Jen Kuo

State University of New York,
Buyffalo

Manish Agrawal
University of South Florida

[. INTRODUCTION

II. COMPONENTS OF ENHANCED E-COMMERCE
[1l. TECHNOLOGY INFRASTRUCTURE COMPONENTS
IV. E-COMMERCE DEVELOPMENT SOFTWARE

GLOSSARY

application service providers Third-party entities that
manage and distribute software-based services and
solutions to customers across a wide area network
from a central data center.

electronic commerce Conducting business on the In-
ternet and through EDI. Buying and selling prod-
ucts with digital cash is also part of e-commerce.

hyperText transfer protocol The protocol used by
the World Wide Web that defines how messages are
formatted and transmitted, and what actions Web
servers and browsers should take in response to
various commands.

public key infrastructure A system of digital certifica-
tion that allows verification and authentiction of
each party involved in an Internet transaction.

server A computer or device on a network that man-
ages network resources. Web servers and database
Servers are very important in e-commerce.

uniform resource locator The global address of
documents and other resources on the World
Wide Web.

Web browser A software application used to locate
and display Web pages, Netscape and Internet Ex-
plorer are prime examples.

World Wide Web A network of loosely related Inter-
net servers that support hypertext documents and
follow a standard format called HTML (HyperText
Markup Language) that supports links to docu-
ments, graphics, audio, and video files.
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I. INTRODUCTION
A. What Is Electronic Commerce?

1. Defining Electronic Commerce

Broadly defined, electronic commerce (e-commerce)
is a modern business methodology that addresses the
needs of organizations, merchants, and consumers to
cut costs while improving the quality of goods and ser-
vices and increasing the speed of service delivery. The
term particularly applies in the context of the use of
computer networks to search and retrieve information
in support of human and corporate decision making.
In other words, all business activities fulfilled via net-
works can be attributed as part of e-commerce. These
activities include information search, business transac-
tions, funds transfers, etc. The networks mentioned
here include the Internet, intranet, and extranet. Each
of these networks demonstrates the “Network Effect”
to some extent, which states that the utility of a device
on a network increases in proportion to the square of
the number of users of the network.

E-commerce has a history that dates back about 25
years to electronic data interchange (EDI) systems. EDI
can be considered as a very early stage of e-commerce.
The Internet was a big force in moving e-commerce be-
yond the boundaries of proprietary EDI systems to open
systems and consumers and businesses all over the world.
The next generation of e-commerce includes the use of
mobile computing devices (handheld computers, for
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example); however, a discussion of wireless (mobile)
e-commerce, sometimes called m-commerce, is outside
the scope of this article.

2. Electronic Data Interchange (EDI)

In EDI, the electronic equivalents of common business
documents, such as request for quotes, purchase or-
ders, and invoices, are transmitted electronically be-
tween the EDI-capable companies. These electronic
documents are given standardized electronic formats
and numbers (referred to as ANSI X12 standard), so
everyone involved can correctly interpret the informa-
tion that is sent to them. Value-added networks (VANSs),
provided by companies similar to long-distance phone
companies or clearinghouses, provide connectivity be-
tween EDI-capable companies.

Since EDI runs over proprietary networks, it is typ-
ically well regarded in terms of reliability, security and
performance. However, EDI deployment and ongo-
ing VAN subscription premiums have proven too oner-
ous for most companies and EDI is being less widely
used today.

3. State of the Art—Less Electronic
Data Interchange (EDI) and More
World Wide Web (WWW) and Internet

We believe the major principle of EDI—reducing the
process costs of intercompany trade—will live on and
EDI will continue to exist. However, EDI is expensive,
complicated, and not userfriendly. In contrast, more
and more companies are using World Wide Web-based
applications and the Internet for their e-commerce
solutions. We believe that as businesses continue to
get more comfortable about the security, reliability,
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and performance of the Internet, the use of EDI and
the ever-expensive, proprietary VANs will give way to
Internet-facilitated transactions.

Table I is a brief comparison table of EDI and
WWW-based applications. (Note: Only the differences
between EDI and WWW-based applications are listed.)

B. Why We Need Electronic Commerce

E-business offers value. On the surface it provides a
new means of reaching and serving customers, part-
ners, employees, and investors. But beneath the sur-
face, it is transformational. It breaks down barriers be-
tween departments, companies and countries. It
enables business activities to be partitioned and dis-
tributed in limitless ways. It often changes economic
fundamentals and challenges us to rethink the way we
work, play, and communicate.

Here are some explicit advantages of e-commerce:

o Eliminate data entry errors. Using EDI or WWW-
based e-commerce applications eliminate, possible
human errors and retyping tasks from
conventional paper orders or faxes.

® Cost efficiency. Data and orders are transferred
electronically, thus involving less manpower and
reducing paper consumption.

® Quick response, easy to access. Networks can carry text,
pictures, and video, which improve response time
to customers and suppliers. Also Web browsers are
familiar to almost everyone and are available
everywhere at low cost or even free of charge.

o Increase business territory and revenue. Using
worldwide Internet virtually expands geographic
markets, thus creating more revenues.

Table | Comparison of EDI and WWW-Based Applications
Advantage Disadvantage
EDI 1. More secure due to usage of private networks 1. More expensive due to more hardware
and restricted format and protocol expenses and EDI agent costs
2. Proprietary user interface, more training
time needed
3. Higher up-front cost in initialing capital
investment
WWW-based application 1. Browser, as the user interface, decreases end- 1. More security concerns due to using

user training cost

2. Lower up-front installation costs

public Internet

3. Browser enables easy access of information

everywhere
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® Order configuration check. Many orders need
appropriate associated accessories in order to
operate properly. On-line configurators can
guarantee the right configuration. For example,
Cisco’s e-business Web site is able to check
whether procurement of modules or memories fit
a router before submitting the order.

® Belter customer satisfaction. E-commerce enables
customers to do business on-line around the
world, around the clock. An on-line order-tracking
system enables customers to track their orders 24
hours a day, 7 days a week.

C. Different Electronic
Commerce Categories

Generally, e-commerce can be divided into four
categories: business-to-business (B2B), business-to-
consumer (B2C), consumer-to-consumer (C2C), and
consumer-to-business (C2B).

1. Business-to-Business (B2B)

B2B indicates the business activities among compa-
nies that use computer technology and the Internet
to achieve results. EDI, quick response systems, elec-
tronic forms, and on-line customer service are some
examples of the technology.

In the category of B2B e-commerce, Internet trading
exchanges play a very important role. They are aggre-
gation points that bring buyers and sellers together to
create markets for exchanging goods and services. Their
job is analogous to the role of Cisco routers for bits on
the networks—switching, and routing, exchanges do
the same thing for commercial transactions.

The key processes and technologies required to
maintain markets include:

1. Requisition routing and approval. The purchasing
enterprise typically has an internal approval process
for orders of different sizes. Procurement software
implements the approval process by routing orders
to appropriate managers for approval.

2. Supplier sourcing. An exchange has to source
suppliers to sell through its network, which is
part of the value. Much like a distributor, the
exchange does the legwork to find the suppliers
and get them registered in the marketplace.

3. Order matching.
® Catalog order. The buyer browses a catalog to

identify a fixed-price item. This is the most
popular order-matching technique.
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® Dynamic pricing. This is used mostly for
products that trade frequently with volatile
pricing. The exchange matches the order in
real time as bids and quotes come into the
marketplace. The volatile pricing might occur
from changes in capacity, supply, or demand.

® Auction. This usually involves infrequently
traded or unique items that can significantly
vary in value depending on the buyer.
Equipment disposals are the main market in
this category.

® Request for proposal. This technique facilitates
complex requisitions in time. It is appropriate
for projectoriented work, e.g., system
integration and construction.

. Fulfillment. Fulfillment is the most complicated,

costly step, but it is also the step with
potentially huge cost savings. Fulfillment gets
complicated because of exceptions such as
backorders, partial shipments, returns,
substitute products, incorrect orders, and
changed SKUs. Moving the fulfillment on-line
would lower the number of exceptions since the
buyer or technology will be able to solve many
of the issues in real time. On-line fulfillment
needs to provide the buyer the ability to
retrieve real-time product availability
information and to reserve products by serial
and bin number before they hit the buy button.

. Settlement. Exchanges largely rely on P-cards

(procurement cards which are similar to debit
cards) and credit cards for financial settlement of
orders. However, credit cards are designed for
consumer credit and usually the purchase sizes
are small. E-commerce transaction needs larger
credit lines and a different fee structure. Now,
more sophisticated payment systems are emerging
that are more attuned to business commerce.
These systems may also have to accommodate
barter transactions. Companies like eCredit are
building B2B payment networks with fee
structures that reflect the lower credit risk of
corporate customers.

. Content management. Displaying merchandise for

sale through an online catalog is a fundamental
requirement without which an exchange has a
tough time existing. Catalog management is
much more complicated than it sounds.
Questions that need to be resolved include where
to host the catalog and how often does one need
to update information, real-time or periodically?
Which option does the customer like most?
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2. Business-to-Consumer (B2C)

These are the general business activities between com-
panies and consumers, including on-line shopping,
auctioning, retailing, etc. Consumers in B2C are the
end users; individuals are provided an efficient, con-
venient, and low-cost shopping environment that is
created by electronic transmitting technology. People
buy or bid on things that they want on the Internet.
Amazon.com is the representative example of this
type of business.

3. Consumer-to-Consumer (C2C)

C2C represents the direct transactions among con-
sumers, i.e., some consumers are sellers while others
are buyers. In this category, C2C Web sites play the
role of broker that provides a marketplace for seller-
consumers to post the items they want to sell and for
buyer-consumers to submit orders they want to buy.
Generally, buyers submit bid prices and compete with
other bidders. EBay.com is the typical example, which
allows individuals to sell their personal collections,
used items, and so on. The line between B2C and
C2C is getting finer as companies use these systems to
dispose of excess and used inventory.

4. Consumer-to-Business (C2B)

The market size of C2B is considered the smallest in
these four categories of e-commerce. C2B is like a re-
verse transaction of B2C; consumers go onto the Web
site and ask for some specific products, and then the
C2B market maker will try to find suppliers who can
provide the specific products and match the transac-
tion. Swaplt.com is an example of C2B. The company
has partnered with some logistics companies to help
facilitate the swapping of unwanted CDs and games
for anything in Swaplt’s inventory of 50,000 used CDs
and games. There is a $2 transaction fee for swaps,
and Swaplt tests the CDs for quality control before
distribution.

Il. COMPONENTS OF ENHANGED E-COMMERCE

As e-commerce systems move from simple informa-
tional front ends to add enhanced transaction-
oriented features, technology-enabled business compo-
nents such as methods of e-payment, search engines, in-
telligent agents, and portal sites have become important
in various applications such as customer relationship
management initiatives.
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A. Electronic Payments

® Micropayment. Micropayment generally refers to
transactions less than $1, such as the fee for
downloading files from the Internet or for reading
the contents of paid Web pages. Using conventional
processes, banks have to spend $1 to process a 5¢
transaction. Because of the advantages of low-cost
cash flow and the fact that conventional banks do
not have an efficient mechanism to process small-
amount transactions, micropayments emerged and
some companies are contributing to provide
electronic tokens that can be used on the Internet.

® Llectronic Tokens. An electronic token is the digital
form of various payment methods supported by
banks and financial institutions. Electronic tokens
are used like tokens of currency and can be
exchanged between buyers and sellers.
Transactions are fulfilled via electronic token
transfer. There are two basic types: prepaid
electronic tokens in which users need to have
credits before using, and post-paid electronic
tokens in which users pay the bill after the
transaction. Digital cash, debit cards, and
electronic cases are prepaid electronic tokens and
electronic check and credit card are examples of
postpaid electronic tokens.

® Digital (electronic) cash. Based on digital signatures
(which will be discussed later), digital cash is
designed for on-line transactions. Before a
purchase, users buy digital cash from on-line
currency servers or banks. After digital cash has
been purchased, buyers can use it to pay for
transactions on-line and be protected by digital
signature verification.

® FElectronic check. Similar to conventional checks, the
owner of an electronic check account can issue an
electronic document including payer’s name,
paying bank, check number, payee’s title, and the
dollar amount. The difference is that an
electronic check is sent electronically, is endorsed
via digital signature; and needs digital certificates
to certify the payer, paying bank, and account.
After collection by banks, electronic checks are
settled via some kind of automated clearinghouse.

o Credit and debit card systems. Card owners of credit
cards or debit cards also can use their credit cards
or debit cards to make the payments. The
transactions which use credit cards or debit cards
on-line are secured by Secure Electronic
Transaction (SET), which was introduced by VISA
Corp., MasterCard Corp., Microsoft, IBM, etc. (we
will discuss SET shortly).
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e Smart Card. Smart card is the same size as a credit
card and has a microchip embedded to store
personal information or digital cash. It can be
used as an identifier, digital wallet, prepaid phone
card, or debit card. There are two kinds of smart
cards: a touched smart card that has to be read via
a card reader and an untouched smart card that
can be read via radio wave without touching the
card reader.

B. Search Engines

A search engine is a service that searches documents
for specified keywords and returns a list of the docu-
ments where the keywords were found. Although a
search engine is really a general class of programs,
the term is often used to specifically describe systems
such as AltaVista and Excite that enable users to search
for documents on the WWW and USENET news-
groups.

Many search engines, including Yahoo!, started by
manually classifying Web sites under different cate-
gories to facilitate search. Most search engines that
classify Web sites under different categories continue
to depend upon manual classification. However,
search engines such as Yahoo! have Web sites that
have been classified by category as well as sites that do
not fall under any classification. The latter are typi-
cally located by sending out a spider or crawler to
fetch as many documents as possible. The spider re-
trieves a document and then recursively retrieves all
documents linked to that particular document. An-
other program, called an indexer, then reads these
documents and creates an index based on the words
contained in each document. Each search engine uses
a proprietary algorithm to create its indices such that,
ideally, only meaningful results are returned for each

query.

C. Portal Sites

A portal site is a Web site or service that offers a broad
array of resources and services, such as e-mail, forums,
search engines, and on-line shopping malls. Integra-
tors combine content along with a search interface to
help the searcher navigate to specific information.
The first Web portals were on-line services such as
AOL that provided access to the Web, but by now
most of the traditional search engines have trans-
formed themselves into Web portals to attract and
keep a larger audience.
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Portals may be classified as vertical and horizontal.
Horizontal portals such as Netscape offer basic ser-
vices that meet common needs of most users. These
include daily news, stock quotes, etc. Vertical portals
are highly focused on specific industries and offer
specialized services oriented toward meeting the spe-
cific needs of participants in an industry. VerticalNet
is a company that is attempting to create vertical por-
tals in a number (57 at last count) of industries.

D. Intelligent Agents

Promising developments in the use of the Web are in-
telligent agents. An agent is software that is capable of
hosting itself on other computers and making au-
tonomous decisions on behalf of its creator. Their
utility can be as simple as fetching price quotes and
information search and as complicated as negotiating
purchases on behalf of their creator based on specific
criteria. Agents not only collect data, they also classify
data. Several kinds of intelligent agents are common-
place today: e-mail agents, news agents, and personal
shopping agents, for example. E-mail agents can act
as filters to block unwanted mail, or they can be used
to prioritize e-mail. News agents search the Web for
news that is interesting to a specific consumer. Per-
sonal shopping agents scan the Web for the lowest
price of a given product. The shopping agent consists
of a database with merchants on the Web and how to
access their databases. Once customers decide on a
product, they are able to key in the product name,
part number, or keyword relating to the product and
the shopping agent starts checking all the merchants
for the product.

E. Consumer Relationship Management

Each of the above components can be utilized to pro-
vide immediate, consistent and personalized service
on-line. E-commerce can potentially capture the loy-
alty of today’s sophisticated customers. A robust cus-
tomer information infrastructure can provide many
benefits to companies and their customers. Customers
can receive the information they need to make better
purchasing decisions and effectively resolve problems.
As a result, we are likely to see:

* Increased sales

¢ Improved customer satisfaction

¢ Higher customer retention

¢ Improved help desk morale and reduced turnover
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(by giving employees the tools they need to do
their jobs better)

® Reduced overall cost of customer support
(because help desk staff will be able to
independently handle more difficult questions
and problems)

lll. TECHNOLOGY
INFRASTRUCTURE COMPONENTS

A. Internet Infrastructure

E-commerce is trading on the Internet; therefore, In-
ternet infrastructure is the first determining factor for
successful e-commerce. From 1991 when the Internet
first became available for commercial use, both pri-
vate- and government-sponsored projects started to
build a faster and broader Internet.

1. Internet Infrastructure in North
America, Europe, and Pacific Asia Areas

In 1993, when the U.S. Government proposed the Na-
tional Information Infrastructure (NII) project, the
Internet became the hottest topic of modern infor-
mational society. Governments of North America, Eu-
rope, and Pacific Asia areas, followed the concept of
NII and projected similar plans within their countries
to enforce their network infrastructure. Now, the In-
ternet infrastructure in North America, Europe, and
Pacific Asia areas is considered the highest deployed
and developed in the world. E-commerce in these re-
gions comprised 94% of all worldwide transactions in
the year 2000, according to studies, and the market is
expected to grow from $2.9 trillion in 2000 to
$9.5 trillion by 2003. Furthermore, by 2003, B2C
transactions in these regions will account for 99.9%
of all B2C worldwide owing to the better Internet
infrastructure.

B. Internal Infrastructure to
Support Electronic Commerce

A firm that has built up an e-commerce system after
significant expenditures is expected to conduct a sig-
nificant fraction of its total business on-line. Yet if the
site is difficult to access or sends back error messages,
the firm has lost an opportunity to build up revenues.
Furthermore, the promotional dollars spent to attract
consumers to the site may actually send them to a
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competitor’s site because some of the promotional ac-
tivities affect the entire industry and not just one firm.
The keys to building loyalty for a site are simple: it
must be ensured that the site is always available and
ready to take customer orders. Scalability and avail-
ability are two main keys to keeping a site available
around the clock.

® Scalability. Directing business order traffic to local
and geographically distributed mirror servers can
dramatically shorten customers’ waiting time
traversing on the Internet. Also scalability reduces
the expenses to sustain a costly, high-speed
Internet connection that satisfies heavy peak-time
traffic, but has a very low utilization rate during
nonpeak times.

® Availability. How can an e-commerce site provide
around-the-clock uptime to the customer? The
answer is to deploy both redundant and load
balancing machines in the infrastructure.
Redundancy (of servers, network devices, or
connections) removes single points of failure.
Load balancing, like an air traffic controller,
involves redirecting incoming traffic equally to
each server and network segment to provide
optimal performance for the business site. High
availability guarantees that servers and devices will
always be available for the customers.

C. Enterprise Middleware

Middleware is the software that sits between net-
work/platform operation systems and the business
aware application systems. In other words, middle-
ware is business unaware software that connects ap-
plications and users, allowing them to communicate
with one another across a network.

Middleware also automates business operations, ty-
ing together a company’s back-end and front-end op-
erations. It works like glue that connects disparate ap-
plications such as Web-based applications and older
mainframe-based systems. It also lets companies con-
tinue to benefit from their investments in legacy sys-
tems, while allowing them to connect with newer sys-
tems and the latest developments that drive newer
applications. Figure 1 describes the position of mid-
dleware in relation to other information technology
blocks in an e-commerce infrastructure.

The main types of middleware are:

® Primitive services middleware—terminal emulation,
e-mail, etc.
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Figure 1 Information technology (IT) building blocks.

* Basic client/server middleware—remote procedure
call (RPC); remote data access (RDA); message-
oriented middleware (MOM), security, directory,
and time services in DCE (Distributes Computing

Environment); etc.

o Web middleware—Web servers, Web browsers,
search engines, HTML and scripting languages,

database gateways, etc.

o Distribuled data management middleware—allows
users to store their data in a set of computers but
not have to know how and where data are stored

o Distributed transaction processing middleware—sits

between a requesting client program and

databases, ensuring that all databases are updated

properly

® Distributed object middleware—extends the scope of

local OO software to distributed objects

management. For example, from Smalltalk and
C++ (running on local platforms) to CORBA
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(Common Object Request Broker Architecture)
on distributed platforms.

D. Virtual Private Networks (VPNs)

1. How Do Virtual Private
Networks Help E-Commerce?

Security is always a major concern for companies do-
ing business. With VPNs, companies can save a lot of
infrastructure cost of leased lines connected to their
partners directly to ensure data flow would not be
eavesdropped on the halfway. Furthermore, a VPN
can fasten the speed of acquiring business partners by
simply adding some equipment and software and in-
creasing the scalability of expanding new mirror sites
or branch offices globally. Figure 2 is an example of a
VPN between a central office and two branch sites.
Two tunnels (which act like two leased lines) are cre-
ated from two branches to the central site via Inter-
net or commercial network provided by the network
service provider (NSP). Using the same architecture,
either business partners or branches can be connected
privately under a public network by simply adding
more tunnels.

2. Virtual Private Network Technology

A VPN is a connection that has the appearance and
many of the advantages of a dedicated link, but oc-
curs over a shared network. Using a technique called
tunneling, data packets are transmitted across a pub-
lic routed network, such as the Internet or other com-
mercially available network, in a private tunnel that
simulates a point-to-point connection. A VPN enables

Enterprise security

\ \
e

Network Service Enterprise _l—

Provider’s

firewall

Figure 2 A VPN example between the central office and two branch sites.
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network traffic from many sources to travel by sepa-
rate tunnels across the same infrastructure. It allows
network protocols to traverse incompatible infra-
structures. It also enables traffic from many sources to
be differentiated, so it is directed to specific destina-
tions and receives specific levels of service. VPN ca-
pabilities can be added to existing networking equip-
ment through a software or board-level upgrade.

VPNs are based on familiar networking technology
and protocols. In the case of a remote access VPN, for
example, the remote access client is still sending a
stream of point-to-point protocol (PPP) packets to a
remote access server. Similarly, in the case of LAN-to-
LAN virtual leased lines, a router on one LLAN is still
sending PPP packets to a router on another LAN. In-
stead of going across a dedicated line, the PPP pack-
ets are going across a tunnel over a shared network.

The most widely accepted method of creating
industry-standard VPN tunnels is by encapsulating
network protocols (IP, IPX, AppleTalk, and more) in-
side the PPP and then encapsulating the entire pack-
age inside a tunneling protocol, which is typically IP
but could also be ATM or frame relay. This approach
is called layer 2 tunneling because the passenger is a
layer 2 protocol packet.

IV. ELECTRONIC COMMERGCE
DEVELOPMENT SOFTWARE

E-commerce development software is composed of
database software, high-level programming software,
as well as software to develop Web interfaces

A. Datahase Management System (DBMS)

DBMSs are a collection of programs that enable users
to store, modify, and extract information from a data-
base. There are many different types of DBMSs, rang-
ing from small systems that run on personal comput-
ers to huge systems that run on mainframes. The
following are examples of database applications:

Computerized library systems
Automated teller machines

Flight reservation systems
Computerized parts inventory systems

From a technical standpoint, DBMSs can differ widely.
The terms relational, network, flat, and hierarchical all
refer to the way a DBMS organizes information inter-
nally. The internal organization can affect how quickly
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and flexibly you can extract information.

Requests for information from a database are made
in the form of a query, which is a stylized question. For
example, the query

SELECT ALL WHERE LASTNAME =
AND AGE > 30

“SMITH”

requests all records in which the LASTNAME field is
sMITH and the AGE field is greater than 30. The set
of rules for constructing queries is known as query lan-
guage. Different DBMSs support different query lan-
guages, although there is a standardized database
query language called structured query language (SQL).
Sophisticated languages for managing database sys-
tems are called fourth-generation languages, or 4GLs for
short.

The information from a database can be presented
in a variety of formats. Most DBMSs include a report
writer program that enables the user to output data in
the form of a report. Many DBMSs also include a
graphics component that enables the user to output
information in the form of graphs and charts.

B. High-Level Programminy Software

A number of development environments are available
for developing e-commerce systems. The most popu-
lar environments are those developed by Sun Mi-
crosystems and Microsoft.

1. Java, Jini, and JavaBeans

a. Java

Java is a high-level programming language devel-
oped by Sun Microsystems. Java was originally called
OAK and was designed for handheld devices and set-
top boxes. OAK was unsuccessful so in 1995 Sun Mi-
crosystems changed the name to Java and modified
the language to take advantage of the burgeoning
World Wide Web. Java is an object-oriented language
similar to C++, but simplified to eliminate language
features that cause common programming errors. Java
source code files (files with a .java extension) are
compiled into a format called bytecode (files with a
.class extension), which can then be executed by a
Java interpreter. Compiled Java code can run on most
computers because Java interpreters and run-time en-
vironments, known as Java virtual machines (VMs), ex-
ist for most operating systems, including UNIX, the
Macintosh OS, and Windows. Bytecode can also be
converted directly into machine language instructions
by a just-in-time compiler (JIT). Java is a general pur-
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pose programming language with a number of fea-
tures that make the language well suited for use on
the World Wide Web. Small Java applications are
called Java applets and can be downloaded from a
Web server and run on a personal computer by a Java-
compatible Web browser, such as Netscape Navigator
or Microsoft Internet Explorer.

b. JmN1

Jini (pronounced GEE-nee; loosely derived from
the Arabic for magician) is a kind of software from
Sun Microsystems that seeks to simplify the connec-
tion and sharing of devices, such as printers and disk
drives, on a network.

Built on the Java standard, Jini works by passing
snippets of programs, called applets, back and forth
among devices. Any computer that can run Java (Java
run-time environment, JRE) will be able to access the
code and data that passes among devices. Jini creates
a network consisting of all types of digital devices with-
out extensive planning, installation or human inter-
vention. Thus, an impromptu community is created
when multiple devices are networked and share ser-
vices. They do not need to have prior knowledge of
each other to participate. Jini allows the simplified de-
livery of products and services over a network.

c. JAvABEANS

JavaBeans is a specification developed by Sun Mi-
crosystems that defines how Java objects interact. An
object that conforms to this specification is called a
JavaBean, and is similar to an ActiveX control. It can
be used by any application that understands the Java-
Beans format. The principal difference between Ac-
tiveX controls and JavaBeans is that ActiveX controls
can be developed in any programming language but
executed only on a Windows platform, whereas Java-
Beans can be developed only in Java but can run on
any platform. The JavaBeans component model en-
ables developers to write reusable components and
helps reduce the time to develop applications.

2. Active Server Pages

Active Server Pages (asp) are a specification for dy-
namically created Web pages with an .asp extension
that utilizes ActiveX scripting—usually VB Script or
Jscript code. When a browser requests an asp page,
the Web server generates a page with hypertext
markup language (HTML) code and sends it back to
the browser. So asp pages are similar to CGI scripts,
but they enable Visual Basic programmers to work
with familiar tools.
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C. Technologies for
Developing Web Interfaces

1. Browsers

A browser allows people to view pages of information
on the World Wide Web (a term first coined by Tim
Berners-Lee of CERN, Geneva). The first browser,
called Mosaic, was developed in 1993 at the Univer-
sity of Illinois by Marc Andreessen, co-founder of
Netscape Communications Corp. and others. This de-
velopment resulted in an explosion of the popularity
of the Web, and as interest mounted, other software
developers created more advanced browsers. Instead
of reading text, people using the latest browsers can
see animation, watch video, and listen to audio.
Browsers are fast becoming enablers of e-commerce
across the globe.

2. Hypertext Markup Language (HTML)

The browser is in essence client side software that
provides a graphical user interface (GUI) to the user
and presents incoming HTML information in a user
comprehensible format. Information can be pre-
sented to the user in various formats ranging from
text, graphics, audio, video, etc. A browser handles
most of the details of document access and display.
Consequently, a browser contains several large soft-
ware components that work. Each browser must con-
tain an HTML interpreter to display documents. This
corresponds to the presentation layer that renders
pages on the screen for users to enjoy. Most of the ef-
forts in upgrading Web browsers have focused on this
layer, introducing many options for fancy layout rang-
ing from the annoying (animated GIFs) to the useful
style sheets.

Input to an HTML interpreter consists of a docu-
ment that conforms to HTML syntax. The interpreter
translates HTML specs into commands that are ap-
propriate for the users’ screen. For example, if it en-
counters a heading tag in the document, the inter-
preter changes the size of text used to display the
heading. Similarly, if it encounters a break tag, the in-
terpreter begins a new line of output. One of the most
important functions in an HTML interpreter involves
selectable items. The interpreter stores information
about the relationship between positions on the dis-
play and anchored items in the HTML document.
When the user selects an item with the mouse, the
browser uses the current cursor position and the
stored position information to determine which item
the user has selected.
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3. Javascript

Javascript was a scripting language developed by
Netscape to enable Web authors to design interactive
sites. Although it shares many of the features and
structures of the full Java language, it was developed
independently. Javascript can interact with HTML
source code, enabling Web authors to spice up their
sites with dynamic content. JavaScript is endorsed by
a number of software companies and is an open lan-
guage that anyone can use without purchasing a li-
cense. It is supported by recent browsers from
Netscape and Microsoft, though Internet Explorer
supports only a subset, which Microsoft calls Jscript.

4. Dynamic Web

In the early years of e-commerce, most organizations
developed static Web pages for information dissemina-
tion. The only action that a Web server had to do was
locate the static Web page on the hard disk and pass it
on to the Web browser. However, this was soon found
to be too limited, and firms wanted to tie the Web
pages to databases, where information could be dy-
namically changed. Dynamic Web pages can be built
using cascading style sheets (CSS), the document ob-
ject model, and Javascript, for instance. CSSs are tem-
plates that contain a set of rules that specify the ren-
dering of various HTML elements. In the document
object model (DOM) a document contains objects that
can be manipulated. The DOM can be used to remove,
alter, or add an element to a given document. The
DOM can be utilized to get for example a list of all the
“H2” elements in a document. Javascript is a scripting
language that can be used for modifying objects in the
DOM model. The combination of HTML, CSS, DOM,
and Javascript allows the creation of dynamic and in-
teractive Web pages, and is known as dynamic HTML.

5. eXtensible Markup Language (XML)

With the advent of e-commerce requiring the ex-
change of critical business transaction information
among transacting parties, the simplicity of HTML
has prompted the industry to consider a more useful
and extensible language for the Web. A new standard
called the extensible markup language (XML) is be-
ing developed under the aegis of the W3C to accom-
modate the diverse needs of data format and infor-
mation presentation to satisfy business transactions.
XML, like HTML, is a subset of the standard gener-
alized markup language (SGML). XML is a simplified
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subset of SGML that allows content providers, pro-
grammers, and integrators to define customized tags
and document types to support virtually any kind of
data as and when needed. For example, once a table
is generated in HTML format using data obtained
from a database, without a great deal of effort it is dif-
ficult to import that data back into another database
as the database schema or structure is lost during the
HTML conversion process. This represents a severe
limitation of HTML, specifically for exchanging busi-
ness data among transacting parties. The XML tech-
nology standard basically promises the design of Web-
enabled systems that enable effortless exchange of
data across the Internet, intranets, and extranets us-
ing the simple browser-based technology. The XML
standard is written using a subset of the document
style semantics and specification language (DSSSL).
XML hyperlinking is a subset of HyTime, an ISO stan-
dard for hypertext, hypermedia, and time-based mul-
timedia. XML offers improvements such as bidirec-
tional links that can be specified and managed outside
the document. The healthcare industry has accepted
XML as the solution to making complex patient in-
formation available and portable among concerned
parties. XML essentially allows delivery of information
in a form that can be manipulated without further in-
teraction with the server or the network. Additionally,
with the ability to customize tags to manipulate data
in a more meaningful way to be presented to the user,
XML promises to provide the much needed flexibil-
ity in business transactions. For example, spreadsheet
type data can be downloaded on the client machine
with its schema intact, thereby allowing the creation
of different views of the data locally to satisfy the in-
formation needs of the user. Microsoft has developed
its channel definition format (CDF) for its push tech-
nology based on XML. At the same time, Netscape
has developed its resource definition framework
(RDF) on XML as well

6. Plug-ins

Some software programs called plug-ins or add-ons
extend the multimedia capabilities of browsers. They
enable Web page developers to add rich graphics, mo-
tion video, and synchronized audio on their pages.
Unfortunately, there is yet no agreement in video and
audio standards, and a number of software packages
are available in the market. To increase their popu-
larity, the client side software is generally available for
free download from the company’s Web site, while
the server side is sold to developers.
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V. INTERNET SECURITY

With the stupendous amount of money involved in
the transactions on a global scale, security becomes a
very important aspect of e-commerce transactions.
Firewalls, cryptographic tools, and virus-fighting tools,
for instance, would each make an impact on a worry-
free transaction for the consumer.

Security exists both at the server level as well as at
the client or user level. Digital certificates are the most
commonly used method for ensuring security at the
client or user level. A digital certificate is a file that is
encrypted and password protected. This file may con-
tain information about the owner of the certificate,
both publicly known information such as an e-mail ad-
dress and private information such as a credit card
number. Digital certificates are used to secure the com-
munication between browsers and servers, or cus-
tomers and merchants using secure socket layer en-
cryption or SET encryption. These digital certificates
are issued by a trusted third party called the Certifica-
tion authority. Different levels of certification exist, for
example Classes 1, 2, and 3. Class 1 certificates are the
easiest to obtain (only a valid e-mail is required), while
Classes 2 and 3 require higher levels of identification.

Security at the server level is most commonly im-
plemented by installing firewalls. Firewalls implement
access control policies which allow users to access cer-
tain resources on other networks. They are placed in
the data path between internal and external clients
and servers. Firewalls work at the transmission control
protocol/Internet protocol (TCP/IP) level, allowing
ports to be opened and closed.

A. Firewalls

A firewall is a system designed to prevent unauthorized
access to or from a private network. Firewalls can be im-
plemented in both hardware and software or in a com-
bination of both. Firewalls are frequently used to prevent
unauthorized Internet users from accessing private net-
works connected to the Internet, especially intranets. All
messages entering or leaving the intranet pass through
the firewall, which examines each message and blocks
those that do not meet the specified security criteria.

The basic firewall example of single layer architec-
ture is shown in Fig. 3.

There are several types of firewall techniques:

® Packet filter. Looks at each packet entering or leaving
the network and accepts or rejects it based on user-

39

Internet

Figure 3 A simple firewall example of single layer architecture.

defined rules. Packet filtering is fairly effective and
transparent to users, but it is difficult to configure.
In addition, it is susceptible to IP spoofing.

o Application gateway. Applies security mechanisms to
specific applications, such as FTP and Telnet
servers. This is very effective, but it can impose a
performance degradation.

o Circuit-level gateway. Applies security mechanisms
when a TCP or UDP connection is established.
Once the connection has been made, packets can
flow between the hosts without further checking.

® Proxy server. Intercepts all messages entering and
leaving the network. The proxy server effectively
hides the true network addresses.

Let us look at the simplest case. As technique 4 shows,
a proxy service requires two components: a proxy
server and a proxy client. In this situation, the proxy
server runs on the dual-homed host (Fig. 4). A proxy
client is a special version of a normal client program
(i.e., a Telnet or FTP client) that talks to the proxy
server rather than to the “real” server out on the In-
ternet. The proxy server evaluates requests from the
proxy client and decides which to approve and which
to deny. If a request is approved, the proxy server con-
tacts the real server on behalf of the client (thus the
term “proxy”) and proceeds to relay requests from
the proxy client to the real server, and responses from
the real server to the proxy client.

In practice, many firewalls use two or more of these
techniques in concert. A firewall is considered the
first line of defense in protecting private information.
For greater security, data can be encrypted.
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Figure 4 Tirewall example of proxy server with a dual-homed host.

1. Cryptographic Tools—Secure
Electronic Transaction

Secure electronic transaction (SET) is a standard that will
enable secure credit card transactions on the Inter-
net. Virtually all the major players in the e- commerce
arena, including Microsoft, Netscape, Visa, and Mas-
terCard, have endorsed SET. By employing digital sig-
natures, SET will enable merchants to verify that buy-
ers are who they claim to be.

Digital signatures are explained in greater detail
later. The SET protocol is an attempt to eliminate some
of the security concerns about using credit cards on
the Web. It operates by hiding credit card information
from the merchants and directly connects to the credit
card company that conveys to the merchant whether or
not the card is valid. If the merchant receives an au-
thorization from the card company, the merchant goes
ahead and fulfils the order and receives the payment
from the credit card. Since the card information is not
visible to anyone but the user and the card vendor, it
is expected to lead to safer transactions on the Web.

Figure 5 shows the communications and opera-
tions taking place between the various actors in elec-
tronic trading.

The elements of Fig. 5 are explained below:

® Customer. User who uses a card supplied by his or
her bank. SET guarantees the confidentiality of
the card data in communications between
customer and merchant.

® Merchant. Organization offering goods or services
against payment. SET enables the merchant to
offer electronic interactions which are secure for
customers’ use.

® Acquirer. Financial institution which opens an
account with a merchant and processes card
authorizations and payments.

® Passway. Device operated by an acquirer or a third
party which is used to process payment messages
from merchants (including customers’ payment
instructions). The chief mission of this system is to
enable financial institutions to accept electronic
transactions from merchants operating on open
networks (e.g., Internet) by controlling access
without disrupting their present host systems.

e Certification Authority. Agent of one or more card
brands which creates and distributes electronic
certificates to customers, merchants, and passways.

As Fig. 5 shows, the customer interacts directly with
the merchant’s systems. This interface supports the
customer segment of the payment protocol and en-
ables the customer to initiate payment and to receive
the status and confirmation of the order. The cus-
tomer also has an indirect interface with the acquirer
through the merchant. This interface supports the
data which are sent in code through the merchant
and can only be decrypted by the passway.

At the same time the merchant interacts with the
acquirer through the passway using the payment pro-
tocol to receive electronic payment authorizations
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Figure 5 Elements of electronic trading according to SET.

and capture services. The number of passways with
which a merchant interacts depends on the specific
electronic trading scenario concerned. In the sim-
plest example, the merchant will interact with a sin-
gle passway which processes all card brands. However,
a merchant may be connected to several acquirers,
each processing different card brands, and one ac-
quirer may operate in several different passways. More-
over, SET provides an option whereby the acquirer
sends the customer’s payment information to the mer-
chant, encrypted with the merchant’s key.

In the scenario depicted in Fig. 5, the SET proto-
col is used in the flow of messages between customer,
merchant, and passway. Once the messages have been
processed by the passway, interbank communications
follow conventional payment authorization and cap-
ture procedures.

2. Public-Key Cryptography

A public-key cryptosystem is one in which messages en-
crypted with one key can only be decrypted with a sec-
ond key, and vice versa. A strong public-key system is
one in which possession of both the algorithm and the
one key gives no useful information about the other key
and thus no clues as to how to decrypt the message.
The system gets its name from the idea that the user will
publish one key (the public key), but keep the other
one secret (the private key). The world can use the pub-
lic key to send messages that only the private key owner
can read; the private key can be used to send messages
that could only have been sent by the key owner.

With the aid of public-key cryptography it is possi-
ble to establish a secure line of communication with
anyone who is using a compatible decryption pro-
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gram or other device. The sender and the receiver no
longer need a secure way to agree on a shared key.

A third-party registry of public keys is required in
this schema. A certification authority (CA) often rep-
resents the third party to accept the registration and
store the public keys. However, there is still the prob-
lem of identifying the registered information as cor-
rect or not. Unless the registry also certifies the accu-
racy of the information it contains (e.g., check the
information via the Social Security Bureau), a proba-
bility of public key fraud is still possible.

3. Virus Fighting

In May 2000, a virus called “I love you” appeared as
an e-mail attachment to many computer users. It mod-
ified the system registry of the computers and hid or
rewrote many files on the computers and caused hun-
dreds of millions of dollars in damages in just a few
hours before it was detected. Such incidents demon-
strate the necessity of protecting computer systems
against malicious computer programs called viruses
that can irrevocably damage data and software on
computers. The importance of computer virus pro-
tection may be gauged from the fact that the National
Infrastructure Protection Center routinely provides
warnings of such attacks and monitors them.

To protect against viruses, companies use software
programs such as those distributed by McAfee or
Symantec.

Vl. TRUST

Although estimates vary, it is widely agreed that e-
commerce over distributed networks, such as the In-
ternet, is set for explosive growth in the new millen-
nium. E-commerce via the Internet presents challenges
that are not encountered by traditional transactions
such as face-to-face sales and telephone sales. One of
the major challenges in this arena is trust.

A. Problems Encountered in
Electronic Commenrce Transactions

Generally, there are some problems that e-commerce
would present.

1. Basic Transactional Issues

e How to move value.
e How to ensure that communications are secure
from eavesdroppers.
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2. Merchant’s Desires

Authentication. Knowing the buyer’s identity before
making the sale may assist in proof of order and
guarantee of payment. The merchant also may
wish to build up a database of customers and their
buying profiles.

Certification. The merchant may need proof that
the buyer possesses an attribute required to
authorize the sale. For example, some goods may
only be sold to those licensed to use them; other
goods require that the purchaser be over 18 years
old. Some products cannot be sold in some parts
of the country, or others cannot be exported.
Confirmation. The merchant needs to be able to
prove to any third party involved in the
transaction (such as a credit card company) that
the customer did indeed authorize the payment.
Nonrepudiation. The merchant wants protection
against the customer’s unjustified denial that he
or she placed the order or that the goods were
not delivered.

Payment. The merchant needs assurance that
payment will be made. This can be achieved by
making the payment before sale, at the time of
sale, or by provision of a payment guarantee. A
credit reference by a trusted third party provides a
lesser form of assurance, but it at least
demonstrates that the buyer is capable of making
the payment.

Anonymity. In some cases, the merchant may want
to control the amount of transactional
information disclosed to the customer.

3. Buyer’s Desires

Authentication. Confirming the seller’s identity
prior to purchase helps ensure that goods will be
genuine and that service or warranties will be
provided as advertised.

Integrity. Protection against unauthorized
payments.

Recourse. Comfort that there is recourse if the
seller fails to perform or deliver.

Confirmation. A receipt.

Privacy. Control over the amount of buyer/
transactional information disclosed to third
parties.

Anonymity. Control over the amount of
transactional information disclosed to the
merchant.

Solving such problems frequently requires the inter-
vention of a trusted third party who is a certificate-
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issuing CA. Issuing certificates entails the creation of
new entities, new businesses, and new relationships for
which the duties and liabilities are currently uncertain.

B. Transaction Issues: Moving
Value and Authentication

To illustrate concepts in this section, we use the oft-
used story of two individuals, Alice and Bob. If Alice
has no hardware available to her other than her com-
puter, she can choose to move value to Bob across
the Internet with a debit card, a credit card, or elec-
tronic cash.

® Debit cards and credit cards. Today, the simplest way
for Alice to pay Bob across the Internet is to use a
debit card or credit card. This payment
mechanism has the great virtue of familiarity. It
uses established mechanisms to apportion risk of
nonpayment and repudiation. Although it is
vulnerable to eavesdropping, the risk may be
smaller than commonly believed.

Though it is not easy to obtain credit card
numbers by monitoring large volumes of Internet
traffic, if Alice sends out unencrypted credit card
information on the Internet she takes a chance
that a third party will intercept the information.

If Alice wants greater security, she can encrypt
her credit card data before sending it. Similarly,
Bob may want assurances that Alice is who she
purports to be. Bob may want Alice to send her
order encrypted with her private key, thus
uniquely identifying the order as emanating from
her. For a greater level of security, Alice and Bob
may require that identifying certificates from
a reputable CA accompany the exchange of
public keys.

e Llectronic Cash. Electronic cash implementations
vary. While generalizations are hazardous, most
true digital cash systems that are entirely software
based (for example, do not rely on a smart card
or other physical token to provide authentication
or to store value) use some variation of the digital
coin. A digital coin is a sequence of bits, perhaps
signed with an issuing financial institution’s
private key, which represents a claim of value.

Software-based digital coins are potentially
suitable for small transactions, such as charging a
penny or less to view a Web page, where credit
cards would be prohibitively expensive.
Unfortunately, since bits are easy to copy, digital
coin schemes require fairly elaborate mechanisms



Electronic Commerce, Infrastructure for

to prevent a coin from being spent more than
once. One method of preventing double spending
is to require that coins be cleared in real time. If
Alice offers a coin to Bob, Bob immediately
accesses the issuing bank to make sure that the
coin is valid and has not previously been spent. A
necessary consequence of this protocol is that if
Alice uses a digital coin to pay Bob, Bob cannot
spend it directly. Instead, Bob must either deposit
the coin in an account at the issuer or turn it in for
another digital coin or conventional money. An on-
line clearing system can be configured to ensure
that the bank does not know who gave Bob the
coin (payer anonymity), but the bank will know
that Bob received the coin (no payee anonymity).

1. Confirmation Issues: Nonrepudiation,
Receipt, and Resource

All that Alice needs in order to prove that Bob made
a promise to buy or to pay is a message including the
promise signed with Bob’s digital signature. The issue
of proving the promise is separate from whether a
digital signature is a signature for legal rules that re-
quire a writing bear a signature. Alice will find it less
cumbersome to prove Bob’s promise if she has access
to a certificate, valid at the time of Bob’s promise, that
links Bob to the signature appearing on the message.
However, a certificate may not be strictly necessary de-
pending on the payment mechanism and the nature
of the transaction.

Debit and credit cards leave an information trail
that can assist Alice in finding Bob, and vice versa. Be-
cause a payer might have an anonymous or pseudo-
nymous debit/credit card, or because a payee might
have disappeared in the time since the transaction
was recorded, the trail is not perfect. However, the
trail of information is significant and not much dif-
ferent from what would likely be in a certificate, so it
is likely to make the certificate somewhat redundant.

Digital cash can be designed to protect the
anonymity of the payer who does not double spend.
A prudent payee who is tendered digital cash with this
anonymizing feature may seek an identifying certifi-
cate from the payer if the transaction makes it im-
portant to know him or her. As most digital cash
schemes do not protect the anonymity of the payee,
the payer will request an identifying certificate only if
the cost of the certificate is less than the expected
value of the cost of persuading the bank to release the
payee’s identity on an occasion where this might be
needed, adjusted for the danger that the payee will
get away before being identified. The cheaper and
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quicker it is to use a certificate, the more likely it will
be used.

2. More Than Security

Most e-commerce businesses claim they are using the
most up-to-date cryptographic technology such as SET,
public and private keys, and digital signature to en-
sure the transaction secure. However, how many peo-
ple do transact on-line? According to the eCommerce
Trust Study in 1999 from Cheskin Research, “only
10% of the respondents perceived little or no risk
when purchasing on the Web. For the rest, issues of
trust, particularly about security of personal informa-
tion, were mentioned important concerns. . . . 23% of
respondents felt threatened by hackers and 16% were
concerned about people or firms obtaining and abus-
ing their personal information.” (Cheskin Research,
Redwood Shores, CA).

Why don’t people trust online transactions, or the
Internet? By now it is well known that the Internet is
a global, but insecure, network. It is also increasingly
well understood that cryptography can contribute
greatly to the transactional security that Internet com-
merce so obviously lacks. What is less well understood
is that cryptography is only part of the security story.
Many cryptographic protocols for secure electronic
transactions require at least one trusted third party to
the transaction, such as a bank or a CA. These partly
cryptographic, partly social, protocols require new en-
tities, or new relationships with existing entities, but
the duties and liabilities of those entities are uncer-
tain. Until these uncertainties are resolved, they risk
inhibiting the spread of the most interesting forms of
e-commerce and causing unnecessary litigation.

3. More Than Privacy

Many Web sites in Internet do not post their policies
governing privacy and use of garnered information.
Business Week examined the 100 top Web sites and dis-
covered that only 43% posted privacy policies. Some
of these policies were not only difficult to find, but
were inconsistent in their explanations of how infor-
mation is tracked and utilized.

Consumer trusts issues are not limited to privacy.
Users are also worried that hack attacks could com-
promise their credit card data, and poor inventory
management could prevent timely delivery of pur-
chased merchandise. On-line merchants of all stripes
express a need to convince shoppers that they are just
as trustworthy as their off-line counterparts.
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In fact, some surveys suggest that privacy is not al-
ways a top consumer concern. Take the recent Ama-
zon.com controversy. Despite a stated policy that it
would never sell customer data, the e-commerce giant
said it might sell such data if the company were ac-
quired. This happened just as Toysmart.com came un-
der fire for actively seeking to sell its customer data as
part of its liquidation, even after it had vowed never
to do so. However, though this was a big story in the
media, consumers didn’t care much about it They
were more worried about if somebody could hack into
Amazon and steal their credit card information.

4. The Essential Role of
Trusted Third Parties

Persons who are not previously acquainted, but wish
to transact with one another via computer networks
such as the Internet will need a means of identifying
or authenticating each other. One means of achieving
this is to introduce a trusted third party into the bi-
lateral relationship. This third party, a CA, can vouch
for a party by issuing a certificate identifying him or
her or attesting that he or she possesses a necessary
qualification or attribute. CAs may become essential
to much, but not all, e- commerce. Along with the
rapid growth of e-commerce, the demand for CA’s
services should grow rapidly as well. Now there are
some third party sites such as TrustE and VeriSign
that are well known, and people are becoming willing
to trusted the Web sites that are certified by these
third parties.

VIl. PERSONNEL

A. Information Technology Staff:
In-House Building or Outsourcing?

Outsourcing has traditionally been considered as a
cost-cutting measure, a solution to the perennial short-
age of IT workers and an efficient mechanism to clear
off noncritical activities. However, increasingly, com-
panies are looking at outsourcing to handle core func-
tions in their organizations. This is even more so in
the arena of e-commerce outsourcing.

Since e-commerce involves many fundamental
changes in business and IT practices coupled with ex-
treme time pressures, it is difficult for organizations
to develop significant levels of competence in e-com-
merce systems development using internal resources
alone. The time to deploy an application has a very
significant impact on how quickly the organization
can benefit from it. Unfortunately, large and complex
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implementations can take months or years to imple-
ment e-commerce systems, especially when IT profes-
sionals are in short supply, users are located around
the world, and disparate new business units must be
brought on-line. Organizations are finding that they
cannot upgrade infrastructures or adopt technology
fast enough to keep pace with current technology de-
velopment. Also, it is increasingly hard to find and re-
tain top IT talent in today’s market. Software devel-
opers, engineers, and consultants are in short supply,
and companies are continually faced with the prospect
of losing their most talented people to competitors.

Under this dynamic environment, application ser-
vice providers (ASPs) emerge as an alternative solu-
tion for managing an IT infrastructure. An ASP is an
agent or broker that assembles functionality needed
by enterprises and packages it with outsourced main-
tenance and other services. It differs from data center
or systems outsourcing where the provider runs the
data center and the applications for a specific cus-
tomer. It is estimated that the size of the application
outsourcing market and its growth potential ranges
from $150 million to $2.7 billion in 1999 to $2 billion
to $30 billion or more in 2003. The wide range in es-
timates is due to a lack of consensus on the definition
of an ASP.

From the end-user’s perspective, one of the bene-
fits of the ASP model is that it allows businesses to
leverage the technologies, processes, and expertise of
the leading providers of enterprise applications with-
out having to make investment in technology. Offer-
ings from ASPs are currently centered on enterprise
applications for small to midsize enterprises, though
increasingly, Fortune 1000 organizations are adopting
the model too. The early customers of the model were
dot.com firms and firms that did not have to integrate
the hosted applications with many other systems. In
the latter half of 2000, firms began to look at ASP ven-
dors as a part of the enterprise resource planning
(ERP) software selection process, and e-commerce ap-
plications were also popular choices for small to mid-
sized companies to outsource. ASP-based e-commerce
applications enable companies to concentrate on their
sales and marketing strategies, rather than devoting
scarce resources to an IT staff that will subsequently be
faced with challenges of rapid technological obsoles-
cence and shrinking software release cycles.

B. Laws and Regulations

The rapid developments in e-commerce have necessi-
tated changes in the law to support on-line transac-
tions. On June 30, 2000, the Electronic Signatures in
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Global and National Commerce (e-sign) Act was
passed by the president of the United States to give
electronic signatures the same legal status as those
written in ink on paper. It took effect on October 1,
2000. This is expected to make it easier and faster to
conduct business electronically. A sample application
of the e-sign act is that on-line brokerages can allow
customers to open accounts without mailing or faxing
their signatures to the firm. It is estimated that in a
number of industries, as many as 35% of the customers
interested in opening online accounts do not do so
because they do not send back their signed forms.

The e-sign act defines an electronic signature as
anything that the two parties to a contract agree upon,
including electronic sounds and symbols that are at-
tached to or logically associated with a contract and
executed by a person with the intent to sign the ac-
cord. In fact, even passwords created by users could
serve as electronic signatures.

An electronic signature, therefore, could simply be
the e-mail signature attached by many users to their
e-mails. For a document to be legally binding in court,
someone needs to be able to authenticate that the
document was indeed signed by the person who claims
to have signed it. More sophisticated systems create
digital signatures by applying mathematical algo-
rithms to a document to generate “digital signatures”
that can help determine whether the document has
been modified after the signature was created. The
rapid development of technologies implies that con-
sumers and businesses alike will very soon be able to
use software to generate and use digital signatures.

A number of vendors offer digital signature tech-
nology, including Approvelt, Cyber-Sign, and PenOp.
Others such as Entrust, RSA Technologies, Verisign,
and Xcert act as CAs to establish that the parties are
whom they say they are.

Vill. CONCLUSION

The previous sections give an outline of the infrastruc-
ture of e-commerce. When a business decides to move
onto the Internet and take advantage of e-commerce,
issues related to hardware, software, and applications
and to human resources need to be considered.

A. Hardware

Hardware such as servers, firewall, network infra-
structure, etc. are fundamental elements for an e-
commerce implementation. However, there is a vari-
ety of hardware to choose from, for example, servers
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range from high-performance, high-cost systems such
as the Ultra 2 workstation (Sun Microsystems) to a
Pentium III PC with Linux operating system that of-
fers relatively lower performance but at a much lower
cost.The same applies to firewalls, network infrastruc-
ture and other related hardware. The final choice de-
pends on the business plan and future requirements.
A professional consulting company can be helpful,
though they usually can be expensive.

B. Software and Application

A new choice is becoming available with regard to
software applications. ASPs are third-party entities
that manage and distribute software-based services
and solutions to customers across a wide area network
from a central data center. In essence, ASPs are a way
for companies to outsource some or almost all aspects
of their information technology needs. Software solu-
tions may also be obtained from e-commerce con-
sulting companies, who can also provide intangible
services such as consulting, product installation and
maintenance. The rapid adoption of Internet tech-
nology has opened a whole new competitive environ-
ment that enables even the smallest companies to
compete effectively against larger competitors. In ad-
dition, the Internet has opened new avenues for reach-
ing trading partners of all sizes cost effectively and
with minimal or no integration efforts. All of these
achievements can be simply reached by deploying off-
the-shelf software developed by some innovated com-
panies dedicated in the e-commerce territory.

E-commerce software solutions such as transactions
management; purchasing management; catalog man-
agement; logistics management; warehouse manage-
ment; customer relationship management; Web host-
ing; collaboration management between buyers,
suppliers, and carriers; etc. all can be acquired di-
rectly via e-commerce solution providers and adopted
into existing computing environment with relatively
few modifications and integration problems.

C. Human Resources

The availability of skilled personnel to develop and main-
tain systems is a critical factor for the success of deploy-
ing e-commerce applications. Hardware and software
are relatively infrequent purchases; however, appropri-
ately skilled personnel are essential to keep all of these
working. The shortage of skilled personnel is one of the
key drivers toward the trend to outsourcing mission-
critical applications in addition to noncore activities.
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For the development of e-commerce information
systems, the overall technology architecture should
meet the real business needs that the company has
defined. It involves determining individual integra-
tion between the application and data sources, the ap-
plication and back-end software, and the diverse back-
end systems. Every decision should be made with an
attention toward not only the functionality of the ap-
plication, but also the ability of the platforms to scale
up in the future.

In designing an e-commerce infrastructure, it is re-
quired to determine the business and technology com-
ponents that will make up the final platform. How-
ever, it is important to distinguish between the
description of this type of logical architecture and the
actual planning of the physical architecture of the ap-
plication. Logical architecture issues include how to
distribute the application to take advantage of net-
worked resources, the network infrastructure to em-
ploy, and the location and type of the data resources
that the application requires. This stage includes set-
tling the final ownership issues for the application,
data, business knowledge, hardware, and human re-
sources necessary to implement and support the ap-
plication. Considering the rapid changes in IT, out-
sourcing is expected to be a popular way of building
e-commerce systems. Firms should be prepared to
manage outsourcing partners in order to manage e-
commerce systems effectively.
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[. HISTORY OF EDI
Il. EDI PROTOCOLS
(1. EDI IMPLEMENTATION
IV. EXAMPLE OF AN EDI IMPLEMENTATION

GLOSSARY

ANSI X12 EDI standard developed by the American
National Standards Institute, primarily used in
North America.

authentication the ability to verify the identity of the
sender and receiver of an electronic message.

ebXML Electronic business XML (eXtensible Markup
Language), an evolving standard designed to sup-
port exchange of standard business documents us-
ing XML that has the sponsorship of international
standards bodies.

EDIFACT (EDI) standard developed by the United
Nations, primarily used in Europe. Acronym for
EDI for Administration Commerce, and Trade.

Internet-based EDI An EDI system that uses the In-
ternet, rather than a value-added network, as the
medium for document transmission; typically uses
independent application systems across trading
partners.

nonrepudiation The capability to track an electronic
message across a network, and to verify when it has
been sent and received; therefore, neither the
sender nor the recipient can deny having sent or
received the message, respectively.

privacy The documents are not observed in transit.

validation The ability to determine that the business
document has not been changed in transit. This
ability assures the integrity of the document.

value-added network (VAN) An on-line network that
provides the communications capability between
EDI partners as well as “value-added” services such

Encyclopedia of Information Systems, Volume 2
Copyright 2003, Elsevier Science (USA). All rights reserved.

V. SECURITY, LEGAL, AND AUDITING ISSUES
VI. EDI COST AND BENEFITS

VII. EDI ADOPTION

VIIl. THE FUTURE: EDI AND EC

as authentication, auditing capability, security, non-
repudiation, and message translation.

Web-based EDI An EDI system that provides a Web-
based interface to one trading partner, allowing
the partner to complete an on-line form and then
have it translated into an EDI message. Typically,
only one trading partner is running an EDI system,
and the other logs into it via the Web.

XML eXtensible Markup Language is an extension of
HTML (hypertext markup language), the syntax
underlying the World Wide Web. Unlike HTML,
XML is a general purpose language that provides
a flexible system of tags that allows for the embed-
ding of metadata within documents. It describes
the structure of a document, procedural informa-
tion and supports links to multiple documents, al-
lowing data to be machine processable.

ELECTRONIC DATA INTERCHANGE (EDIJ) is the in-
terorganizational exchange of business documents in
structured, machine-readable form, typically between
independent application systems. EDI is not a single
technology, rather it is a set of standardized syntax
and protocols that govern the structure and sequence
of electronic documents, which may be delivered in a
variety of ways: using value-added networks (VAN), a
direct dial-up connection between independent sys-
tems, over the Internet, or even on physical media
such as tapes or disks. The standards describing EDI
documents are publicly available, and are published
by standards bodies such as the American National
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Standards Institute (ANSI) or the United Nations.
EDI originated in the 1970s through efforts in the
transportation, retail, and grocery industries. Today,
EDIis used in the majority of Fortune 1000 and Global
2000 firms, but the penetration of small- to medium-
sized enterprises (SME) remains very low. Nonethe-
less, EDI remains an important technology, with ap-
proximately a half-trillion dollars of transactions per
annum in the United States alone. EDI can be thought
of as an early form of electronic commerce (EC) that
predates commercial use of the Internet by more than
twenty years, and appears to be firmly entrenched in
many organizations.

I. HISTORY OF EDI

Organizations have long had the goals of improving
the efficiency and effectiveness of their interactions
with trading partners, including suppliers, customers,
banks, customs brokers, transportation carriers, and
others. During the last few decades there has been a
convergence of communication and computer tech-
nologies that enables the achievement of this goal.
Initially, organizations worked to integrate their in-
formation systems with proprietary technology. These
business-to-business relationships became known as
Interorganizational Systems (IOS). Kaufman, in 1966,
introduced IOS to the information systems commu-
nity when he asked general managers to think beyond
their own firms in order to network computers and
share information processing across organizational
boundaries. EDI followed as a means of creating in-
terorganizational communications using open, stan-
dardized formats. More recently many firm-to-firm
transactions have surfaced using Internet technology,
typically referred to as electronic or digital commerce.

EDI emerged as a result of efforts to define com-
munications standards in the transportation industry
in the late 1960s. Groups in the grocery, retail, and
other industries followed in the 1970s, each develop-
ing their own standards. ANSI created a committee, la-
beled X12, to develop an EDI standard general enough
to be used across all industries. The ANSI X12 com-
mittee continues to revise and extend the standards
on the basis of voluntary industry participation and
open public comment of proposed standards.' In 1986,
the United Nations Economic Commission for Europe
began working on an international standard for EDI.

'This document illustrates some of the transaction sets and stan-
dards developed by the committee, the value of which will be read-
ily apparent to the reader.
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The result was EDIFACT, which has become the pri-
mary EDI standard in Europe.

Il. EDI PROTOCOLS

Each of the protocols describing EDI achieves the same
function: providing a format to structure business in-
formation in a machine-readable and -processable form.
Each standard outlines the types of business documents
(or “transaction sets”) supported, the information re-
quired for each document, and the syntax of this in-
formation: sequence, encoding, and data definition.

A typical example of the use of EDI in a business
context is the purchase order (PO) process. EDI is
suitable for this business process due to the structured
nature of the transactions and the need for a high
level of accuracy in communication. The process can
be readily traced as follows: the customer determines
a need for a good or service, and initiates a customer
inquiry to the supplier. The supplier typically responds
with data concerning availability and pricing. The cus-
tomer responds with a PO, and the supplier responds
with a PO acknowledgment. Shipping data, receipt of
goods, billing notices, and payments complete the cy-
cle. The EDI transaction set provides structured data
to buyer and seller, and to both firms’ financial insti-
tutions. A simplified illustration showing the described
transaction set appears in Fig. 1. The numbers in
parentheses indicate ANSI X12 document types.

Once the two partners have agreed upon standards
and the specific implementation for their business
transactions, all parts of the transaction are auto-
mated, with each document having its own EDI code.
The table below summarizes the purchase ordering
process described above in our example. The actual
codes and brief descriptions for the various compo-
nents of the customary and established business
processes are shown using ANSI X12.

819 Invoice': billing information sent from the sup-
plier to the buyer for goods and services pro-
vided.

820 Payment Order/Remittance Advice: used in the
settlement phase (1) to order a financial institu-
tion to make payment to payee(s) on behalf of
the sending party, (2) to report the completion
of a payment to payee(s) by a financial institu-

'The Functional Acknowledgment (997) acknowledges the syn-
tactical correctness/incorrectness of each document received, ac-
cording to the defined control structure. The 997 is sent back to
the sender for each document in the transaction cycle.
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824

840

843

850

855
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Application Advice (824)

Payment Order (820)
Remittance
Advice
Retail
(820) | Wholesale
Factory o0 (20 RFQ (840)
1, < (850) Quote (843)
: I PO Ack (855) PO (850)
L PO Ack (855)
N Ship Note (856) |
Pickup
Order Invoice (819)
(317)
Functional BOL
Ack (997) (104)
v
Pickup Order (317) - «
Functional Ack (997) BOL (104)

Transportation

Figure 1 Transaction flows.

tion, and (3) to provide advice to the payee by
the payor about payments made to them. A sin-
gle payment order may require multiple copies
to be distributed among the buyer, supplier and
their respective financial institutions.
Application Advice: provides the originator of
the 820 with acceptance, rejection, or accep-
tance with change from the financial institu-
tion. With acceptance, the financial institution
agrees to act on the 820 instructions of the
payor. With rejection, the financial institution is
unable to process the 820 as submitted.
Request for Quotation: solicits price, delivery
schedule, and other items from supply chain
trading partners.

Response to Request for Quotation: provides
buyer with requested information from the 840.
It may be considered a contractual offer de-
pending upon the trading partner agreement
in force.

Purchase Order: provides contractual informa-
tion for the purchase of goods or services. It
may be considered a contractual offer or accep-
tance of an 843, depending upon the trading
partner agreement in force.

Purchase Order Acknowledgment: provides the
seller’s acknowledgment of a buyer’s 850 and its
ability to supply the ordered goods or services.

856 Shipping Notice/Manifest: provides the buyer
and other related parties with shipping informa-
tion resulting from the complete or partial ful-
fillment of one or more 850s. It may include
purchase order information, product descrip-
tions, physical characteristics, markings, packag-
ing, carrier, and other logistical information.
Receiving Advice: sent from the buyer to the
supplier, providing notification and information
concerning the receipt of goods or services and
their condition.

861

The above example illustrated one scenario in the use
of EDI in a hypothetical industry supply chain. Each
X12 document type specifies the segments and data
elements contained within the document. An exam-
ple implementation of the X12 Payment Order (820)
is presented below as Table I. This illustration shows
the segments used in a typical implementation of the
Payment Order (820). The basic structure of all struc-
tured business documents is header information, de-
tails, and summary information.

Each segment is comprised of a number of data el-
ements, also either mandatory or optional. Each data
element is further defined in terms of its base data
type, e.g., numeric, character, or categorical. For ex-
ample, Table II contains the data elements within the
BPR segment of the payment order (820).
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Table | 820 Payment Order/Remittance Advice
Functional Group ID=RA
Header:
Mandatory/
Segment ID Name Position Optional Maximum Use
ST Transaction Set Header 010 M 1
BPR Beginning Segment for Payment 020 M 1
Order/Remittance Advice
TRN Trace 035 M 1
N1 Name 061 M 1
N1 Name 070 M 1
N2 Additional Name Information 080 O >1
N3 Address Information 090 O >1
N4 Geographic 100 O 1
Detail:
Pos. Seg. Regq. Loop Notes and
No. ID Name Des. Max. Use Repeat Comments
LOOP ID-ENT >1
010 ENT Entity (@] 1
LOOP ID-RMR >1
150 RMR Remittance Advice Accounts O 1
Receivable Open
Item Reference
170 REF Reference Numbers O >1
LOOP ID-ADX >1
210 ADX Adjustment (@] 1
Summary:
Pos. Seg. Req. Loop Notes and
No. ID Name Des. Max. Use Repeat Comments
Must Use 010 SE Transaction Set Trailer M 1

Thus far we have shown just one simple scenario of
the transaction flows and the use of X12 (and/or
EDIFACT) as the document structure within a business
context. There are numerous other standardized busi-
ness documents used in the day-to-day transactions
among trading partners. All documents conform to
well-recognized data structures and syntax. The rules
for the identification and arrangement of data into spe-
cific fields and elements, data segments, and transac-
tion sets are prescribed in the ANSI X12 documents. It
is important to note that each industry sector, e.g.,
finance, manufacturing, transportation, government,
etc., has defined its own set of documents to conform

to the specific industry practice. In addition, within an
industry sector there are further subdivisions, e.g.,
within the transportation sector there are different doc-
uments for use by air, ocean, rail, and truck modalities.

lil. EDI IMPLEMENTATION

An EDI implementation consists of at least the fol-
lowing components:

* An on-line network for communication of messages
¢ Standards for message format
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Table Il Segment: BPR Beginning Segment for Payment Order/Remittance Advice

Level: Heading
Usage: Mandatory
Max Use: 1

Purpose: (1) To indicate the beginning of a Payment Order/Remittance Advice Transaction Set and total payment
amount or (2) to enable related transfer of funds and/or information from payer to payee to occur

Data Element Summary

Ref. Data
Des. Element Name Atrributes
BPRO1 305 Transaction Handling Code M 1D 1/1
Code designating the action to be taken by all parties
BPRO2 782 Monetary Amount M R 1/15
Monetary amount
BPRO3 478 Credit/Debit Flag Code M 1D 1/1
Code indicating whether amount is a credit or debit
BPRO4 591 Payment Method Code M ID 3/3
Code identifying the method for the movement of
payment instructions
BPRO5 812 Payment Format Code X ID 3/3
Code identifying the payment format to be used
BPR06 506 (DFI) ID Number Qualifier M 1D 2/2
Code identifying the type of identification number
of Depository Financial Institution (DFI)
BPRO7 507 (DFI) Identification Number M AN 3/12
Depository Financial Institution (DFI) identification
number
BPR0O9 508 Account Number M AN 1/7
Account number assigned
BPR10 509 Originating Company Identifier O AN 10/10

A unique identifier designating the company initiating
the funds transfer instructions. The first character is
one-digit ANSI identification code designation (ICD)
followed by the nine-digit identification number which
may be an IRS employer identification number (EIN),
data universal numbering system (DUNS), or a user
assigned number; the ICD for an EINis 1, DUNS is
3, user assigned number is 9

BPR12 506 (DFI) ID Number Qualifier X ID 2/2
Code identifying the type of identification number of
Depository Financial Institution (DFI)

BPR13 507 (DFI) Identification Number X AN 3/12
Depository Financial Institution (DFI) identification
number
BPR15 508 Account Number X AN 1/35
Account number assigned
BPR16 513 Effective Entry Date M DT 6/6

Date the originating company intends for the
transaction to be settled

¢ Software for translating to and from the EDI EDI does not specify the medium by which the mes-
formats sages will be passed between trading partners. In the
¢ An interface with other information systems past, EDI users either developed private connections
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with trading partners or used a VAN. VAN services in-
clude translation between different EDI protocols, store
and forward mailboxes, security, authentication, notifi-
cation, as well as the actual transmission of messages.
The pricing structure for a VAN typically includes a sig-
nificant up-front cost, as well as an ongoing per kilo-
byte or per message transaction fee that may total as
much as $100,000 per year for a large organization.
Currently, EDI protocols are increasingly being used in
combination with the Internet as a transmission
medium. The chief benefit of Internet-based EDI is the
potential for cost savings, in terms of lower message
costs. Efforts are also underway to improve the relia-
bility and security of Internet-based EDI using message
tracing and encryption. Another attraction of these In-
ternet-based EDI systems is their ability to support trad-
ing partners who have access to the Internet, but do
not have their own EDI system. These partners would
use the World Wide Web to access and fill out an elec-
tronic business form, such as a PO, which is then trans-
lated into an EDI document. Thus, web-based EDI is
an attractive option for very small firms that wish to be
EDI-enabled, perhaps to satisfy the requirements of a
larger trading partner, at a minimum of cost.

However, Internet-based EDI is not a panacea, and
has several drawbacks. First, the standards underlying
Internet-based EDI are still in flux, as discussed below
in the section EDI and EC. Second, because the In-
ternet is a public network, message delivery and se-
curity cannot be guaranteed to the extent it is with
the use of a VAN. Thus, the Internet may not be ap-
propriate for either time-critical messages (e.g., sup-
porting a just-in-time (JIT) process), or sensitive mes-
sages. Third, web-based EDI requires that messages
be typed in by hand by one of the trading partners,
meaning that this partner cannot integrate this sys-
tem with other information systems in the value chain,
such as inventory, production, accounting, and billing.
This integration has been cited as a major source of
benefits from EDI adoption.

IV. EXAMPLE OF AN EDI IMPLEMENTATION

Printronix is an integrated manufacturer of dot ma-
trix and laser printers headquartered in Orange
County, CA. Printronix is the foremost supplier of
line matrix printers, and an innovator in continuous
form laser printers and thermal bar code printers;
many of its products are sold under other brand
names. Its annual revenues exceed $150 million.
Printronix adopted EDI in 1997 at the request of
one of its major customers. EDI messages in X12 for-
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mat are received in batch mode three times per day
using a VAN. For its initial EDI implementation, Print-
ronix made use of translation services provided by a
third party to convert its internal enterprise resource
planning (ERP) documents into EDI format. The costs
of this translation service comprised both a fixed cost
for creating each “map” from a particular ERP docu-
ment to the associated EDI document, as well as a
variable cost for each message translated. Ultimately,
the volume of messages reached the point at which it
was less costly to bring the translation in-house, and
Printronix purchased an EDI package and translation
software for its mainframe system.

Printronix conducts EDI with three customers, but
does so extensively with only its major EDI-initiating
customer. Printronix also exchanges electronic docu-
ments with other customers in other, proprietary for-
mats. The EDI system has the advantage of being in-
terfaced or integrated with its internal systems, so that
incoming purchase orders are automatically routed to
the manufacturing system and appear on the shop
floor within minutes or even seconds of having been
received. Once orders are completed, shipping notices
are automatically generated and forwarded via EDI to
this customer and its logistics provider, who then picks
up the orders. Invoices are then sent via EDL

From Printronix’s perspective, this EDI system pro-
vides a number of benefits including faster and more
accurate communications, more rapid receipt of pay-
ments, and the ability to respond more rapidly to cus-
tomers. The costs of the EDI system include the soft-
ware purchase, ongoing fees paid to the VAN for
message transport, and maintenance of the EDI sys-
tem, which involves two full-time information systems
people. The primary benefit, of course, has been the
ability to retain its most valuable customer.

V. SECURITY, LEGAL, AND AUDITING ISSUES

There are several ancillary issues arising from the im-
plementation of EDI that the firm needs to consider.
Security issues abound because the transactions move
electronically across organizational boundaries. There-
fore both trading partners need to assure proper au-
thorization of the transaction sets and proper access to
the information systems. All transactions must be vali-
dated, i.e., both the send and receive segments need
verification. Care must be taken to ensure that all par-
ties to the transactions are properly authenticated, i.e.,
they must be whom they purport to be. Proper accu-
racy is even more important because of the multiple
firms involved in the transactions; therefore edit con-
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trols are necessary. The firms should also consider en-
cryption of the data, especially when using the public
Internet as their communication medium.

Legal agreements must be established between all
trading partners. The contracting process provides all
the rules of behavior (terms and conditions of trans-
actions) to which the partners must adhere. For ex-
ample, in the physical world a PO (offer) is deemed
to be received when the PO is put in the mail; how-
ever, in the electronic world the PO is deemed to be
received when it arrives at the trading partner’s sys-
tem. Further, because business is to take place via
electronic means, electronic or digital signatures are
required. An EDI transaction should not be able to be
repudiated, i.e., once the transaction occurs, neither
side can deny having agreed to it.

EDI systems must be capable of audit. Therefore,
the firm’s audit group and legal staff should both be
involved in setting up the contract. Auditing within
an EDI environment is complicated by the fact that
two or more firms are involved in the implementation
of transactions. Nonetheless, the complete transac-
tion cycle from initiation to completion must be au-
ditable. Evidence of the complete cycle needs to be
stored on both firms’ computer systems, so that either
firm may be able to recreate the transactions if nec-
essary. VAN providers should also store transaction
histories to support their auditing capabilities.

VI. EDI COST AND BENEFITS

An EDI system can provide benefits of a number of
types, including both tangible and intangible, opera-
tional, and strategic. The major difference between
the tangible and intangible benefits arises from the
ease of quantifying the benefit. Tangible, operational
benefits include: increased productivity through re-
duced paper work, lower clerical labor costs, lower
postage and courier fees, lower data entry costs, faster
document exchange, reduced error rates (and there-
fore lower rework to correct), streamlined processes,
reduced inventory levels (with attendant lower stor-
age and handling costs, reduction in safety stocks,
etc.), and rapid confirmation of orders and responses
to requests. Cost savings accrue from the decreased
administrative costs and improved cash management.

EDI intangible benefits are numerous. Intangible
operational benefits arise from: increased data accu-
racy, higher levels of customer service, more rapid ac-
cess to information, a higher level of certainty about or-
ders and deliveries because of the computerized
tracking, and decreased delivery times. Additional in-
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tangible benefits also derive from EDI adoption, such
as improved access to more accurate and more timely
operational data. Strategic advantage might occur if the
EDI system is integrated with the rest of the informa-
tion systems in the organization and provides the adopt-
ing firm with a better foundation for competing in the
industry. As examples, EDI enables business process
reengineering and supports industry value chain inte-
gration, such as JIT inventory, continuous replenish-
ment, and quick response retailing. Firms often tout
their enhanced business partnerships from closer work-
ing relationships with trading partners. These include
improved supplier relationships and customer service.

For many organizations, such as Printronix, the
most tangible benefit of EDI is the ability to retain key
customers who demand that their trading partners be
EDI-enabled. Depending on the importance of these
customers or key suppliers, the use of EDI may simply
be a necessity. Wal-Mart and General Motors have
been cited as examples of key firms in their respective
industries that have required adoption of EDI by their
trading partners.

The costs of EDI are similar to other information
technology innovations. To initiate EDI, startup costs in-
clude hardware and software, telecommunications, the
development support team, legal and consulting fees,
as well as employee and managerial training. For a small
organization wishing to merely become EDI compliant,
a minimal stand-alone implementation will cost
$2,000-20,000. However, such a system will not be inte-
grated with the firm’s other systems, and will thus not
provide many of the benefits listed above. Following or
concurrent with the implementation of EDI are ongo-
ing VAN costs, systems modification and enhancement,
legal and other consulting fees, membership in various
EDI educational and professional bodies, and educa-
tion. For a large organization, these recurring fees can
run more than $100,000 per year. The firm must also
consider the costs of integrating EDI with other man-
agement information systems. This is an important con-
sideration, because larger payoffs from an EDI imple-
mentation will come from integration throughout the
firm. An integrated EDI implementation for a medium
or large firm can cost $200,000 or more.

Vil. EDI ADOPTION

Firms considering the adoption of EDI need to con-
duct a feasibility study, similar in many cases to the
adoption of other types of information technologies
(IT). However, the business case for EDI is more com-
plicated than for I'T innovations that fall strictly within
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the boundaries of an organization, because two or
more organizations are involved in an EDI imple-
mentation. Because of the interorganizational nature
of the EDI decision, the factors influencing adoption
comprise three categories, perceived benefits, external
pressure due in part to business partner influence, and
organizational readiness.

Perceived benefits refer to the anticipated advan-
tages that EDI can provide the organization. As ex-
plained earlier, benefits are both direct and indirect
in nature. Direct benefits include operational cost sav-
ings and other internal efficiencies arising from, for
example, reduced paperwork, reduced data re-entry,
and reduced error rates. Likewise, indirect benefits
are opportunities that emerge from the use of EDI,
such as improved customer service and the potential
for process reengineering.

External pressure is multifaceted, encapsulating
the influences arising from a number of sources within
the competitive environment surrounding an organi-
zation. These sources include: competitive pressure, re-
lating to the ability of EDI to maintain or increase
competitiveness within the industry; industry pressure,
relating to the efforts of industry associations or lobby
groups to promulgate EDI standards and encourage
adoption, and trading partner influences.

The latter factor captures the potential power of a
trading partner to “encourage” EDI adoption, and
the strength of the partner’s exercised power. Imag-
ine a major supplier or purchaser of a firm’s goods or
services. Potential power increases with size of the
trading partner and its criticalness to the firm. Exer-
cised power ranges from subtle persuasion to decrees
requiring EDI adoption as a necessary condition for
conducting any further business with the partner.

Organizational readiness is the set of factors neces-
sary to enable the firm to adopt EDI. These include suf-
ficient IT sophistication and financial resources. I'T sophis-
tication captures not only the level of technological
expertise within the organization, but also assesses the
level of management understanding of and support for
using IT to achieve organizational objectives. Financial
resources is a straightforward measure of an organiza-
tion’s capital available for use toward IT investment.

In the context of IOS, however, readiness is not
solely an organization-level concept. Adoption of an
I0S requires readiness on the part of, at a minimum,
two trading partners. Thus readiness considers a firm
that may be motivated to adopt EDI, i.e., having high
perceived benefits, and be ready to adopt, i.e., having
available financial resources and IT know-how, but is
unable to do so due to trading partners that are not
ready or able to adopt EDI. For example, the firm
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may find that its trading partners do not have the re-
sources necessary to adopt EDI, or that the firm an-
ticipates difficulty acquiring the “critical mass” of EDI-
enabled trading partners to make its adoption
worthwhile. Smaller trading partners, even if finan-
cially and technologically able to adopt EDI, may not
find it worthwhile to do so on a cost/benefit basis due
to their limited volume of transactions (i.e., the lower
cost of EDI transactions is not able to offset the largely
fixed costs of EDI adoption). Thus, even large, sol-
vent, and technologically sophisticated organizations
can have difficulty in expanding their networks of
EDI-enabled trading partners.

VIll. THE FUTURE: EDI AND EC

The term electronic commerce has emerged to en-
capsulate all forms of commercial transactions con-
ducted either in whole or in part using computer sys-
tems. This includes EDI, business-to-business (B2B),
business-to-consumer (B2C), and consumer-to-
consumer (C2C). These digital transactions may re-
quire trusted third party services, or may be conducted
directly between peers (P2P). To place these terms
into proper perspective, it is necessary to distinguish:
the communications vehicle, from the business data
being exchanged. The communication of business in-
formation can be conveyed either over the public or
private internet(s), or by using a VAN to move data
between systems. Previously with EDI, many firms used
VANs as their communications providers. Since the
advent of the Internet, many firms are now using the
Internet to exchange business documents. However,
VAN-based EDI remains a viable technology in its own
right. As recently as 2000, electronic transactions con-
ducted via VAN-based EDI ($450 billion) exceeded
those conducted over the Internet. Very few, if any,
firms have yet to abandon their installed VAN-based
EDI systems in favor of Internet-based alternatives.
However, the Internet has been gaining popularity as
a low-cost alternative to VANs for the transmission of
EDI messages.

Apart from communications costs, we need to con-
sider the business data being exchanged. The data
moved may be structured in a variety of different
means. Efforts are underway to develop a new stan-
dard of defining the data for EC based on XML. These
initiatives are gaining favor due in part to the lack of
flexibility and the high implementation costs of X12
standards facing the SMEs. Unlike HTML, XML pro-
vides a flexible system of tags that allows for the em-
bedding of metadata, such as date element names,
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within documents. Electronic business XML (ebXML)
has been advocated by a number of bodies, including
the United Nations Centre for Trade Facilitation and
Electronic Business. In addition, ANSI has established
an XML Task Group within the X12 committee to de-
velop cross-industry XML business standards based on
ebXML. The ANSI XML group is working with the
EDIFACT work group in an effort to harmonize not
only the two existing EDI standards, but also EDI and
XML standards. The state of XML is similar to the
early days of the development of EDI standards, with
the exception that there is now available a significant
store of knowledge about business processes, as em-
bodied in existing EDI standards. Thus, although the
development of integrated ebXML/EDI standards will
take considerable time, this work may proceed more
rapidly than the initial development of EDI standards.
XML differs substantially from X12 and other
legacy EDI standards in terms of flexibility and effi-
ciency. While X12 may be efficient in terms of band-
width and processing requirements, it is inflexible to
changes such as adding new document types or data
elements. EDI standards were developed during a
time of relatively high communication costs, hence
the standards minimize the amount of data required
to communicate business information. Data element
names, and even the decimal point, are abstracted
out of the documents. This design decision requires
substantial effort to map data items from internal sys-
tems into the EDI standard. Documents coded in X12
contain position-sensitive data, requiring a predefined
map that is trading partner specific to extract data
from standard data elements into internal systems.
ebXML, on the other hand, allows data embedded
within the documents to be tagged with data element
names. This allows document parsers to easily extract
the business data based on names rather than posi-
tion, resulting in lower implementation and mainte-
nance costs. While ebXML introduces more flexibility
into the document structure, this flexibility comes at
a price of higher bandwidth and processing require-
ments. ebXML documents may be 5-10 times larger
than the equivalent document in X12. As communi-
cation costs fall the added flexibility would appear to
compensate for the increased data volume. FiXML
(financial information exchange markup language)
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extends this flexibility concept further by adding an
additional map between tag identifiers and data ele-
ment names. Tags are numerical (rather than longer
data element names), thereby reducing communica-
tion overhead. This approach moves the coupling be-
tween data element names to a separately managed
mapping table, which links tag numbers to data ele-
ment names. Businesses may change or introduce new
data element names without affecting their trading
partners. Most observers predict that current EDI pro-
tocols will eventually be replaced by these more flex-
ible XML-based transaction standards. This change is
anticipated to accelerate the diffusion of EDI/EC
among SMEs.

A perusal of the costs and benefits of EC shows the
same set of evaluation criteria and activities that firms
face when considering EDI adoption. Thus, one may
speculate that B2B EC will face many of the same
challenges that EDI has in terms of adoption, as ob-
served by Chwelos et al. and discussed earlier in Sec-
tion VIL
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[. WHAT IS ELECTRONIC MAIL?

[I. FUNCTIONS OF AN ELECTRONIC MAIL SYSTEM
1. E-MAIL ARCHITECTURES
IV. STANDARDS FOR E-MAIL

GLOSSARY

domain name system (DNS) A directory service on
the Internet that manages the addressing of
Internet-connected computer systems.

e-mail client Software that a person uses to work with
their e-mail, including sending and receiving, read-
ing and writing, and filing of e-mails.

e-mail server A software program that runs on a server
computer to provide e-mail services to users. Con-
nects with other e-mail servers to exchange e-mail
for users on remote servers.

internet message access protocol (IMAP) An Internet
standard for accessing messages stored on an In-
ternet e-mail server. Supports advanced server-side
and advanced client-side operations.

message transfer agent (MTA) The component of an
e-mail server that transfers messages to a remote
e-mail server.

message store The component of an e-mail server
that stores messages for users.

message switch A software program that allows
different kinds of e-mail servers to exchange
e-mail.

multipurpose internet mail extensions (MIME) A
group of Internet standards that extend the capa-
bilities of Internet e-mail to support attachments,
graphics, and rich text.

post office protocol (POP) An Internet standard for
accessing messages stored on an Internet e-mail
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V. E-MAIL-ENABLED APPLICATIONS

VI. SUPPORTING INFRASTRUCTURE

VII. CONTEMPORARY ISSUES WITH E-MAIL
VIIl. FUTURE ISSUES AND TRENDS

server. Supports basic server-side and advanced
client-side operations.

public key infrastructure (PKI) A set of technologies
that can be used with e-mail to add security and en-
cryption to messages.

simple mail transfer protocol (SMTP) An Internet
standard for the exchange of text-based e-mail be-
tween Internet e-mail servers.

SMTP gateway A software program that cooperates with
a proprietary e-mail server to translate e-mail into the
SMTP format for transfer to an Internet e-mail server.

I. WHAT IS ELECTRONIC MAIL?

Electronic mail (e-mail) is a computer-based applica-
tion for the exchange of messages between users. A
worldwide e-mail network allows people to exchange
e-mail messages very quickly. E-mail is the electronic
equivalent of a letter, but with advantages in timeli-
ness and flexibility. While a letter will take from one
day to a couple of weeks to be delivered, an e-mail is
delivered to the intended recipient’s mailbox almost
instantaneously, usually in the multiple-second to
subminute range. This is the case whether the e-mail
is exchanged between people on the same floor of a
business, or between friends at opposite points on
the globe. This article provides a comprehensive,
intermediate-level overview of e-mail, including its
main functions, historical and current architectures,
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key standards, supporting infrastructure, and con-
temporary and future issues.

Il. FUNCTIONS OF AN
ELECTRONIC MAIL SYSTEM

A computer system that provides e-mail services offers
five functions: access, addressing, transport, storage,
and cross-system integration (Fig. 1).

A. Message Access

The first function of an e-mail system is to provide ac-
cess for working with e-mail messages, including cre-
ating new e-mails, reading new e-mails, and organiz-
ing e-mails into folders for future reference. E-mail
client software includes the tools to perform these
functions.

1. Dedicated Client

It is most common today for e-mail users to have a
specific piece of software on their computer that is
the user’s interface into the e-mail system. A software
vendor has specifically created the e-mail client pro-
gram, and the end user or their corporate informa-
tion technology (IT) department has installed the
e-mail client onto their computer—whether a PC,
Mac, Unix machine, or thin client.

Popular e-mail clients in business today are Microsoft
Outlook and Lotus Notes.
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Figure 1 The five functions of e-mail. The five functions of
e-mail work together to create an e-mail system. An e-mail
client, which is software that a user interacts with, provides the
access, addressing, and storage functions. A computer network
links the e-mail client to an e-mail server thus providing the
transport function, and e-mail servers talk to other e-mail servers
over a computer network to provide transport and integration
capabilities. E-mail servers provide storage capabilities.
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2. Web Browser

The web browser is the new universal client, provid-
ing access to many types of computer systems around
the world. Since the mid-1990s, e-mail vendors have
modified their e-mail servers to support web browser
access to e-mail. While these started off as clunky and
simple, they have rapidly matured in capability, us-
ability and acceptance.

There are advantages in using a web browser as an
e-mail client. For the vendor, they do not have to
maintain separate software development efforts to
create, maintain, and update dedicated e-mail client
software for different operating systems. For the user,
all their messages are held on a server that is accessi-
ble from any web browser around the world, meaning
that they can remain in contact with colleagues and
friends from any computer. On the downside, the ven-
dor loses out on creating emotional attachment for
users to their specific e-mail client (e.g., a user will
typically identify closely with a specific product
through an emotionally loaded statement such as /
love Microsoft Outlook and couldn’t use anything else).
Web browsers make it easier for an individual con-
sumer or corporate IT department to migrate to a
new e-mail system. Finally, web browsers are slower
than dedicated e-mail clients at performing standard
e-mail functions, which reduces the productivity of an
end user. All the major e-mail vendors permit web
browser access to their e-mail servers.

3. Wireless

Many corporate employees and members of the man-
agement team are mobile during the day. While em-
ployees may sit at their desk for some of the day, most
people roam between on-site meetings, off-site ap-
pointments, and visits with customers or suppliers.
Many want access to their e-mail when they are not at
their desk and don’t have access to a computer. Hence,
access from a cellular phone or personal digital assis-
tant (PDA) is a growing area of interest.

The user connects to their e-mail system from a
wireless device and reviews their inbox to see if any
urgent e-mails have been received. If so, the user reads
these on the run, and takes appropriate action as nec-
essary. A short reply can be typed on the keypad of
their phone, or a telephone call to discuss the matter
with the original sender or another colleague can be
initiated.

There are many limitations with using wireless de-
vices for e-mail, e.g., small keypad, small screen, short
battery life. However, this is an area of increasing re-
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search and focus for e-mail, wireless infrastructure
and wireless device manufacturers alike.

B. Message Addressing

When you want to call someone using the telephone,
you need to know their telephone number. In the
e-mail world, it is their e-mail address you need. An
e-mail client should provide a mechanism to correctly
address e-mail messages, and this is most often facili-
tated by recourse to a shared corporate directory or
private personal address book. In turn, the e-mail
server must know how to deliver a specific e-mail mes-
sage to the intended recipient. For messages sent lo-
cally within the e-mail network the e-mail server will
consult its own directory for delivery instructions. For
e-mail messages sent outside a given e-mail network,
the e-mail server must consult its routing instructions
to determine how to connect to the outside world,
most frequently the Internet, to deliver its messages.

The standard addressing convention within the In-
ternet world consists of two components in the user@
domain format. The domain part is an identifier for an
organization or specific server computer at a university
(e.g., canterbury.ac.nz), company (ibm.com), Internet
service provider (xtra.co.nz), portal (yahoo.com), or
other organization (whitehouse.gov). Within a specific
domain, the user part is a unique identifier for a person.
When the two components are concatenated using the
“@” symbol, a unique person is identified. For example,
if you want to e-mail the author, you would address your
e-mail to michael@effectivity.org, which specifies that
the user “michael” at the domain “effectivity.org” is the
intended recipient. If you incorrectly addressed your
e-mail to michael@effectivity.com, mail delivery would
fail, or you would get a different person because the do-
main is wrong.

E-mail systems used within a corporate environ-
ment frequently have a secondary addressing schema,
or more correctly, a primary addressing schema which
is different in format to the secondary Internet ad-
dressing schema. A Lotus Notes user will be known
uniquely through a Lotus Notes user name, which is
in the format of Name/Organizational Unit/Organi-
zation (there can be up to four different “Organiza-
tional Unit” components, and there is an optional
“Country” parameter at the end of the Organization).
As a Lotus Notes user, my Notes user name is Michael
Sampson/Effectivity (there is no intermediate orga-
nizational unit in my Notes name, nor do I use the
country identifier), and within a given Lotus Notes
network, you can address e-mail to me at Michael
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Sampson/Effectivity. A secondary Internet name is
appended to my directory record, however, to permit
users outside of my local Notes network to send e-mail
to me through my Internet address of michael@
effectivity.org.

C. Message Transport

An e-mail system needs the ability to transmit mes-
sages between people. Once a user submits a message
to an e-mail server, the server uses a message transfer
protocol, generally called a message transfer agent (MTA),
to transfer the message to the server of the intended
recipient. A message transfer protocol specifies how
one e-mail server establishes a connection to another
e-mail server, and defines a common language that
the two servers speak.

The simple mail transfer protocol (SMTP) is the In-
ternet standard that describes how Internet e-mail
servers transfer e-mail between themselves. Before the
Internet was widely used within corporate environ-
ments, Lotus Notes/Domino used the Notes remote pro-
cedure call (NRPC) protocol, but now also supports
SMTP natively. Microsoft Exchange Server tradition-
ally used remote procedure call (RPC) or other protocols,
but the default protocol in the latest version of Ex-
change is SMTP. X.400 was also used for interorgani-
zational e-mail exchange.

D. Message Storage and Retrieval

E-mail messages must be stored in a computer stor-
age system until either the user deletes them, or
within a corporate environment, the messages are
archived to off-line storage. Most home users store
their messages on the local hard drive of their own
computer, whereas corporate users have their mes-
sages stored on the e-mail server. For users with a post
office protocol (POP) Internet e-mail service, their mes-
sages and folders are stored locally on their own com-
puter. A minority of home users make use of an In-
ternet message access protocol (IMAP)—compliant service
which provides server-based storage of messages and
folders if desired. These two standards are discussed
in Section IV.

For the corporate user, messages, folders and pref-
erences are usually stored on a server, although the
user can elect to have a clientside copy. The user’s
mailbox is stored on the server, allowing the MTA to
immediately put new messages into the mailbox for
later retrieval by the user, e.g., all messages, folders,
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and preferences in Lotus Notes are stored in a single
NSF file on the e-mail server; the user can elect to
replicate a copy of their mailbox to their local com-
puter for off-line access and message editing.

E. Integrating Multiple E-Mail Systems

There are millions of e-mail servers in the world that
need the ability to interact with other servers. Within
a corporate environment, each branch office, manu-
facturing location, or other business site will usually
have its own e-mail server, and these need to be inte-
grated for message exchange within the corporate
network. Further, if one company acquires another it
will seek to merge both into a new single enterprise.
A shared e-mail system for enterprise-wide message
exchanges, calendaring and scheduling, and message
addressing through a shared directory is important to
facilitate communication within the newly merged
business.

There are three ways to integrate disparate e-mail
systems: a point-to-point message gateway, a message
switch, or the use of Internet protocols.

1. Message Gateway

A message gateway is a software application that pro-
vides a server-to-server connection between two dis-
parate e-mail servers, e.g., to connect a Microsoft Ex-
change Server to a Lotus Domino server. Note that
the assumption here is that the two e-mail servers do
not speak SMTP, or that the business decides not to
use SMTP for quality of service or security reasons.

The gateway provides a mechanism for translating
the e-mail protocol of the first server into the e-mail
protocol of the second server, and vice versa, thereby
facilitating cross-server message exchange. The gate-
way may also permit a shared directory service be-
tween the two servers, by periodically merging the di-
rectory entries of each individual server and then
re-populating the directory on both with the newly
updated user listings.

2. Message Switch

A message switch is an advanced software application
that permits integration between multiple disparate
e-mail servers. If a company has historically allowed its
departments to install and manage their own e-mail
servers, and now wants to enable e-mail communica-
tion throughout the entire enterprise, a message
switch would facilitate this. Each individual server
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would be pointed to the message switch, and the
switch would deliver messages to the end destination
server. For example, a company has 15 different
e-mail systems, including Microsoft Mail, Microsoft
Exchange, Lotus Notes/Domino, and Novell Group-
Wise servers. Rather than installing a message gateway
between each set of two servers, each individual
e-mail server is connected to the message switch which
in turn knows how to deliver e-mail to each connected
server.

3. Internet Connectivity

The final way to integrate e-mail servers is to use
SMTP. Each e-mail server is connected to an Internet-
based network, and given an Internet-based name and
address. Internet standards are used for transferring
messages between the different e-mail servers.

lll. E-MAIL ARCHITECTURES

There have been five e-mail system architectures,
which deal with how the various components of an
e-mail system are organized. These are host-based
e-mail, file-sharing e-mail, proprietary client/server,
Internet client/server, and web mail. The five archi-
tectures are discussed below.

A. Host-Based E-Mail

The original architecture of e-mail consisted of pow-
erful mainframe or minicomputers powering dumb
terminals. A single vendor provided the entire solu-
tion, which meant that the administration tools were
well integrated into the product.

Host-based e-mail systems continued into the 1990s
to retain market share against newer client/server
e-mail systems. While client/server e-mail was poor at
scaling to handle lots of users, and didn’t offer robust
enterprise-class calendaring and scheduling, host-
based e-mail did, and many organizations elected not
to migrate to a poor cousin of their existing system.
While there were widely recognized user benefits with
client/server e-mail, such as the offer of a graphical
user interface and the ability to transfer attachments
between e-mail users, these user benefits were insuffi-
cient to overcome the enterprise- and administrator-
benefits that came with host-based e-mail. Only a few
organizations continue to use host-based e-mail today.
Representative products of this architecture are IBM
OfficeVision and DEC All-In-One.
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B. File Sharing

The first class of departmental, LAN-based e-mail sys-
tems followed a file-sharing architecture. The e-mail
server functioned on a file server and maintained
a database of files. The e-mail client was given
read/write access to a shared drive on the file server,
and would download new e-mails as a file, which the
e-mail client would interpret and present as a list of
new messages. Outgoing e-mails were posted to a dif-
ferent shared directory on the file server, which the
e-mail server would poll periodically and pass on
through its MTA to the destination post office.
File-sharing systems were designed to be easy to in-
stall and easy to operate and use due to their graphical
interfaces, and generally be helpful for small work-
groups. They were not capable of scaling to serve the
enterprise. Those companies that replaced a mainframe
e-mail system with a file-sharing architecture ended up
with hundreds, if not thousands, of e-mail servers
throughout the organization linked through a hodge-
podge of e-mail gateways and e-mail message switches.
Representative file-sharing products are Lotus cc:Mail,
Microsoft Mail, Da Vinci, Banyan, and QuickMail.

C. Proprietary Client/Server

The client/server e-mail systems of the early 1990s
were the last vestibules of proprietary e-mail. The
functioning of the client and server were separated,
but proprietary protocols were used to permit the
client to work with a given server. This had a number
of benefits. First, it permitted greater choice for or-
ganizations in the selection of an e-mail server as a
separate issue from the selection of an e-mail client.
No longer were the two tightly coupled, as had been
the case with file-sharing architectures. Secondly, ven-
dors were able to separate the development of an
e-mail solution into two linked groups—one focused
on the client, a second on the server.

Client/server e-mail brought substantial benefits to
the table. First, it could scale well beyond traditional
file-sharing e-mail systems, permitting a consolidation
in the number of servers, and hence reducing the ad-
ministration time and effort involved. Secondly, the
servers were more reliable and crashed less frequently
than file-sharing systems.

MAPI, VIM, and CMC all fought for the right to be
called the “standard” protocol for client/server
e-mail, but the messaging application programming
interface (MAPI) won. It was a Microsoft protocol to
permit client/server e-mail. Vendor independent mes-

61

saging (VIM) was championed by Lotus and others,
but eventually lost out to the market momentum
behind MAPI. Common messaging calls (CMC)
supported cross-platform e-mail and other advanced
functions.

Leading products that followed a client/server ar-
chitecture were Lotus Notes, Microsoft Exchange,
Novell GroupWise, and Hewlett-Packard’s OpenMail.

D. Internet-Based Client/Server

The Internet changed the world of e-mail. While it con-
tinued with the client/server paradigm, it specified
open, noncomplex standards for ensuring interoper-
ability between e-mail servers themselves for message
exchange, and between e-mail clients and e-mail servers.
In addition, it provided a low cost of entry for any or-
ganization that wanted to share e-mail between multi-
ple parties. All that was needed was an e-mail server that
spoke Internet protocols, a connection to the Internet,
and a registered name in the Internet directory service.

E. Web Mail

Web mail represented a revolution in user access to
e-mail. People want the ability to keep their e-mail pri-
vate to themselves, and have access from anywhere,
not just when they are at home at their home com-
puter. Hotmail and Rocketmail were early free web
mail services, allowing an individual to have a private
e-mail inbox that could be accessed from any web
browser around the world. Both were quickly acquired
by larger companies, Hotmail by Microsoft, and Rock-
etmail by Yahoo!

All major e-mail vendors now support web mail ac-
cess. This essentially means that any client that can
speak HTTP, usually a web browser, can connect to
their e-mail server, authenticate with a user name and
password, and have access to all messages. Their in-
box is painted within the browser window, and the
user is able to create new messages, review new mes-
sages, add contact details for individuals to their ad-
dress book, and a whole raft of other standard e-mail
client services. There is no downloading of messages
to a file on the local hard drive, allowing anywhere,
anytime access to all messages.

Web mail is much slower than a traditional e-mail
client, for three reasons. First, the server inherits ad-
ditional processing that was traditionally performed
by the e-mail client. This will improve over time as
servers gain additional processing prowess. Secondly,
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the bandwidth connecting a web mail client to a web
mail server is usually lower than that connecting an
e-mail client to an e-mail server. With web mail, most
people dial into the mail server from a home modem,
but most users reside on a corporate network with
faster links in the second scenario. This second factor
will be mitigated as broadband networks are deployed
more widely. Finally, web mail clients use HTML for
rendering the inbox, which means that every action
initiated against the e-mail server requires that the in-
box be repainted within the browser. Dynamic HTML
eliminates this requirement, and will streamline the
process in years to come.

IV. STANDARDS FOR E-MAIL

There are five key Internet standards for e-mail: SMTP,
MIME, POP3, IMAP4, and DNS. These standards work
together to facilitate the exchange of e-mail between
e-mail users through Internet e-mail servers. The
X.400 e-mail standard, the most widely used precur-
sor to Internet e-mail, is also brief discussed (Table I).

A. Simple Mail Transfer Protocol (SMTP)

The SMTP describes how an Internet e-mail client
transfers e-mail to an Internet e-mail server, and how

Table | E-mail Standards
Standard Brief description

SMTP The “Simple Mail Transfer Protocol,” used for
transferring messages between an email
client and an email server, and between
email servers.

MIME A series of “Multipurpose Internet Mail
Extensions,” designed to enhance the base
SMTP standard for advanced tasks.

POP3 The “Post Office Protocol, Version 3,” for
accessing email messages stored on an
email server from an email client.

IMAP4 The “Internet Message Access Protocol,

Version 4,” for accesing email messages
stored on an email server from an email
client. More advanced than POP3.

DNS The “Domain Name System,” the directory
service for the Internet. Email servers use
the DNS to determine where email is sent
for delivery to the end recipient.

X.400 A group of standards from the ISO for

electronic mail. Not used widely.

Electronic Mail

Internet e-mail servers transfer e-mail between them-
selves. SMTP is a text-based standard.

SMTP is defined by a number of IETF standards
documents. RFC821, RFC1869, and RFC1870 define
the transport of messages over a network. RFC822 de-
scribes the format of a text-based e-mail message
(RFC’s are available at www.ietf.org/rfc/rfcXXX.txt,
where the number of the RFCs is substituted for the
XXX). An SMTP message is composed of two parts:

1. Message header. Includes such fields as the message
sender, the intended recipient, and the subject of
the message.

2. Message body. An SMTP message can carry a
payload of one text-based message.

The original SMTP standards have been extended
greatly to handle additional functions. The negotia-
tion of service extensions (RFC1869), the declaration
of message sizes (RFC1870), delivery status notifica-
tions (RFC1894), and the return of error codes
(RFC2034) are a sampling of such extensions.

B. Multipurpose Internet
Mail Extensions (MIME)

The MIME standard describes how to represent and
encode electronic objects—such as spreadsheets, im-
ages, audio, video, and other binary files—for trans-
mission over an SMTP network. A vendor will fre-
quently concatenate the two standards, saying that
they support “SMTP/MIME.” MIME is not just one
standard document from the IETF, but consists in-
stead of multiple standard documents covering indi-
vidual aspects for extending Internet mail. See
RFC2045 to RFC2049 for the current standards (see
http://www.ietf.org/rfc/rfc20XX.txt where “XX” is
swapped for 45, 46, 47, 48, or 49).
MIME extends SMTP in five key areas:

1. Permits multiple body parts. Whereas SMTP supports
only a single text-based body part, MIME extends
SMTP so it can carry a payload of multiple body
parts, where each can use a different encoding
mechanism, but where each encoding mechanism
is known and recognized.

2. Binary encoding. Provides the ability to encode
binary data for transportation over a text-oriented
SMTP network.

3. Alternative character sets in the message header. Allows
the use of character sets other than ASCII for
representing the message header. This aids with
internationalization of the Internet.
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4. Delivery and nondelivery reports. Allows users to
request confirmation that a message has, or has
not, been delivered to the intended recipient.

5. Security. Secure MIME adds a digital certificate for
encrypting messages, thereby aiding with
nonrepudiation, authenticity, access control,
privacy, and message integrity.

C. Post Office Protocol (POP3)

The post office protocol (POP) is the most commonly
used message request protocol in the Internet world
for transferring messages from an e-mail server to an
e-mail client. With POP3, the e-mail client requests
new messages from the e-mail server, and the server
“pops” all new messages out to the client. The server
does not retain a copy of the messages, unless specif-
ically requested to do so by the e-mail client. The only
copy of the message is now stored locally on the user’s
PC, using files on the local hard disk. For example,
each folder in Microsoft Outlook Express has an as-
sociated MBX file on the hard disk that stores mes-
sages contained in the folder.

The current base standard for POP3 is described in
RIC1939 Post Office Protocol—Version 3 (http://www.ietf.
org/rfc/rfc1939.txt) and RFC2449 POP3 Extension
Mechanism (http://www.ietf.org/rfc/rfc2449.txt).

D. Internet Message Access
Protocol (IMAP4)

The internet message access protocol (IMAP) details how
e-mail clients interact with e-mail servers for receiving
e-mail. IMAP provides a client-to-server message ma-
nipulation mechanism, allowing for server-based stor-
age of messages, server-based folder manipulation,
and selective downloads of messages or message head-
ers to an e-mail client. While most ISPs have IMAP-
compliant e-mail servers, most users remain with POP
service. The current base standard for IMAP is de-
scribed in RFC2060 Internet Message Access Protocol Ver-
sion 4 Revision 1, available from http://www.ietf.org/
rfc/rfc2060.txt.

IMAP makes life much easier for users with slow In-
ternet connections, as well as mobile corporate users
dialing into the e-mail server from a laptop over a cel-
lular phone. It gives much greater control to the end
user over which e-mail messages they download dur-
ing a given e-mail session, because the user can elect
to download only the headers of messages, and then
delete certain message headers and identify other
e-mails for which they want a full download. When
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they next synchronize with their e-mail server, those
message headers that were deleted in the client are
deleted in full off the server, and those e-mail mes-
sages that the user wanted to download are down-
loaded in full.

IMAP provides additional benefits:

1. Server-based foldering. E-mail messages can be
stored remotely on the e-mail server in folders
that the user has established. This frees the user
from having access to their e-mail through only
one computer, by providing centralized storage
with access from anywhere.

2. Server-based search. The user can request the server
to find messages meeting specific criteria, and
the search will be carried out on the server rather
than locally on a local message store as would be
the case with POP3.

3. Share-level access to folders. Users can identify
folders that they want to share with others, and
those that they want to keep private.

E. Domain Name System (DNS)

The DNS is the Internet directory service that trans-
lates human-facing names (such as www.microsoft.
com) to the corresponding TCP/IP address on the
Internet (one of which for Microsoft is 207.46.230.218
as of March 2001). When a user creates an e-mail for
bill@microsoft.com, their e-mail server consults the
DNS to determine which e-mail server is responsible
for the microsoft.com domain.

The mail exchanger (MX) record in the DNS de-
fines which e-mail servers can receive e-mail messages
for a specific domain. There can be multiple MX
records for a single domain, as most large corpora-
tions will have multiple e-mail servers to receive and
send Internet e-mail so as to guarantee reliability of
delivery in the case of one e-mail server failing. The
e-mail server sending e-mail to a given domain selects
the MX record for the destination e-mail server using
the preference order that is assigned in the MX
record. For example, the MX records for
microsoft.com might be:

IN MX 0 mail.microsoft.com
IN MX 10 inbox.microsoft.com
IN MX 20 message.microsoft.com

microsoft.com
microsoft.com
microsoft.com

These three MX records say that an e-mail server send-
ing e-mail to a microsoft.com address should first use
the mail.microsoft.com e-mail server, because it has
the lowest preference value of 0. In the situation
that a connection cannot be established to mail.
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microsoft.com, the e-mail server should try inbox.
microsoft.com, the e-mail server with the next highest
preference value of 10. Finally, if the first two e-mail
servers are unavailable, try the final e-mail server of
message.microsoft.com, which has the highest prefer-
ence value of 20.

F. X.400

Before the widespread adoption of Internet e-mail
standards in the 1990s for the exchange of e-mail be-
tween organizations, X.400 e-mail held an important
role. X.400 is actually a group of technical standards
that define the hardware and software requirements
for e-mail, and is managed by the ISO (www.iso.ch).
It was more advanced in functionality (e.g., with built-
in security, read receipts) and reliability (e.g., with
guaranteed message delivery times) than Internet
mail, but also more complicated and difficult to im-
plement. Very few organizations use X.400 e-mail now.

V. E-MAIL-ENABLED APPLIGATIONS

The value of e-mail is compounded when integrated
with other applications. While e-mail is an application
service in its own right, it can also work closely with
other applications within a computing infrastructure
to offer notification and information services to users.
These applications are referred to as being “e-mail-
enabled.”

A. Workflow Management

Workflow management systems provide an electronic
mechanism for routing work tasks between people within
a workgroup, department, business unit, or organiza-
tion. When one person finishes a task on a given item
of work, the workflow system examines the business logic
that has been established for the given business process,
and notifies the next person in the chain that they have
an outstanding next action to complete on the piece of
work. For example, when a lawyer completes the first
draft of a new contract the workflow management sys-
tem could automatically notify the appropriate senior
partner that a new contract is ready for review.

Workflow management systems are usually e-mail-
enabled in three ways:

1. Notification of new action. The next person in the
business process is notified by e-mail that they
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have a new action to complete. An e-mail is sent
by the workflow application to the specified user,
who follows a link within the e-mail to the
appropriate work item.

2. Reminder of outstanding actions. If a user ignores
the first notification of a new action, the
workflow system will usually notify them by e-mail
again to request completion of the outstanding
task. This e-mail may be marked “Urgent” to
signal priority and importance.

3. Automatic escalation of overdue items. If a user
neglects to complete a work item within the time
allowed, a manager or other process supervisor
can be notified by e-mail. The e-mail would state
the work item to be completed, the individual
originally assigned to the task, and the duration
of time that has lapsed with no action being
undertaken. The manager or supervisor can elect
what action to take to ensure the work item is
completed in a timely fashion.

Workflow management applications from Action Tech-
nologies, Lotus Development, FileNET, JetForm,
TIBCO Software, Staffware, and TeamWARE Group are
all e-mail-enabled. In addition, enterprise resource plan-
ning software includes workflow components and
e-mail integration (e.g., Oracle, SAP, and ]. D. Edwards).

B. Document Management

Document management systems provide life cycle
management tools for documents from the point of
creation through the eventual archiving or deletion
of a document.

Document management systems are e-mail-enabled
in the following ways:

1. Notification of document to review in lifecycle. When a
user checks a new document into the document
management system, the life cycle rules of the
document may specify that a particular person
needs to review the document prior to formal
publication. As for the workflow management
systems above, this individual can be notified by
e-mail of an outstanding work item.

2. Notification of new documents in repository. People
who work in a corporate environment suffer from
too many documents to read and understand,
and do not have time to personally search
through document repositories to find new
documents of relevance to their work. These
users can establish an “interest profile” that
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specifies authors, keywords, or subjects that are of
interest, and according to a nominated time
frame (either hourly, daily, weekly, etc.), the
document management system will e-mail the
user a list of new documents that aligns with their
interest profile.

Ilustrative document management systems that are
e-mail-enabled are Documentum, FileNET, Lotus
Domino.Doc, Hummingbird, Open Text, iManage,
Interwoven, and Microsoft SharePoint Portal Server.

C. Instant Messaging (IM)

Instant messaging provides the ability to send textual
messages, usually short ones in rapid sequence, be-
tween business colleagues and personal friends. It
permits a real-time conversation medium without the
use of a telephone. In addition, IM provides an indi-
cator that shows whether or not the other person is
on-line and available to communicate.

Instant messaging is an e-mail-enabled application
in two ways:

1. Presence indicator within inbox. When you are
reviewing the list of new e-mails in your inbox,
your IM service can indicate whether the senders
of recent e-mails are on-line at that specific time.
If so, you can initiate an IM session to ask a
specific follow-up question about the e-mail you
have just received.

2. Presence indicator within an e-mail message. When
you open an e-mail message from a colleague, a
presence indicator could be embedded into the
message that shows the availability status of the
individual at that specific time. The recipient can
click on the presence indicator to automatically
initiate an IM session with the original sender.

Check out ICQ, AOL Instant Messenger, Microsoft’s
MSN Messenger, or Yahoo Messenger for personal
use. Corporate offerings are available from Lotus De-
velopment, Microsoft, and PresenceWorks.

Vl. SUPPORTING INFRASTRUCTURE

E-mail does not stand alone. It requires other support-
ing factors within a computing infrastructure. Six im-
portant aspects of the supporting infrastructure are help
desk support, directory services, content protection,
virus protection, public key infrastructure, and message
archiving. These six aspects are analyzed below.
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A. Help Desk Support

Users struggling to complete a function using their
e-mail client require someone in which to turn. This
is usually a technically minded co-worker, or if that
fails, technically trained help desk staff. The latter
group of people should have a good understanding
of the e-mail system being used, and be avid users
themselves so they can help individual users trou-
bleshoot their way through their own individual prob-
lems. In the situation that help desk staff are located
remotely and there is no on-site support staff, remote
control software allows the help desk staff members to
take control of the user’s computer over the network
and lead the user step-by-step to a resolution.

B. Directory Services

We talked above about e-mail-enabled applications;
some take the perspective that e-mail itself is a
“directory-enabled” application—that without a direc-
tory of users, e-mail doesn’t work. Two types of direc-
tories are helpful to e-mail.

The first is the user’s personal address book, or di-
rectory, of colleagues and contacts. The address book
allows the user to store the name, address, phone
number, and e-mail address of their contacts, and
then select these names from within a dialog box
when composing a new e-mail message. This saves
forcing the user to remember the e-mail address of all
the people with whom they communicate.

The second and more important directory is the en-
terprise directory that stores the routing information
for new messages. When a new message arrives at an or-
ganization, the e-mail server consults the directory to
determine in which mailbox to deliver the message. As
we discussed in Section IL.B, many organizations have
dual addressing schemas: the first is the addressing
schema of the e-mail system they use internally, and the
second is the addressing schema for Internet users. The
enterprise directory translates the addresses between
these two addressing schemas; all e-mail destined for an
external recipient is given the Internet e-mail address
for the user, and all e-mail entering the organization
from outside has the delivery address translated from
the Internet address to the internal address.

GC. Content Protection

Most companies love free publicity that gets their brand
name in front of a global population of consumers.
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However, when the publicity has to do with employees
distributing pornography or crude jokes, such as hap-
pened with RoyalSunAlliance, Dow Chemical, and oth-
ers during 2000, it sends the wrong signal. Hence, or-
ganizations are implementing content management
systems that review and filter all e-mail traffic to ensure
only business purposes are being served by the e-mail
being sent. Questionable e-mails, or e-mails with cer-
tain types of attachments, are quarantined for review
by a systems administrator, and escalation to manage-
ment for disciplinary action if necessary.

Within organizations, the philosophy behind the im-
plementation of these systems is that the organization
owns the e-mail system and provides it for business use.
Individuals are not permitted to use the e-mail system
for personal purposes, and enforcement mechanisms
are put in place to ensure compliance with the policy.
Companies such as Content Technologies, Trend Mi-
cro, and Tumbleweed are active in this area.

D. Virus Protection

E-mail has become a key way to inflict damage on or-
ganizations through the distribution of viruses. A virus
is attached to an e-mail message, either within the
message itself, or more commonly as an attachment
to the message, and when the user reviews the e-mail
and its attachments, the virus initiates. Some do rela-
tively harmless, but nonetheless annoying things, such
as sending a copy of itself to every person listed in the
user’s e-mail address book; others are more malicious
and delete or corrupt user and system files on the lo-
cal hard drive before sending itself to others for the
same action to be initiated. Needless to say, this is a
huge productivity killer for organizations, in terms of
lost time for individual users, and time and expense
to eradicate the viruses by the IT department.

Many corporations are now implementing virus-
scanning software on their firewall and e-mail servers.
New e-mail and attachments are automatically scanned
for known viruses, and offending e-mails quarantined
for deletion or review by a systems administrator. Or-
ganizations must be vigilant in keeping their virus sig-
natures up to date, otherwise new versions and strains
of the virus will get through undetected. Trend Micro,
Symantec, and McAfee offer products in this area.

E. Public Key Infrastructure (PKI)

It is relatively easy to forge messages and make it ap-
pear that a message has come from someone else. For
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organizations conducting business over e-mail, this is
unacceptable, and the addition of security to an
e-mail system is implemented to overcome this prob-
lem. The most reliable way to do this involves the use
of public key/private key encryption, using digital sig-
natures managed through a public key infrastructure.
When a user creates a message, their private key is
used to sign the message. When the recipient receives
the message, the e-mail is checked against the public
key held in the public key infrastructure. If the pub-
lic key can unlock the signed message, then the end
recipient has a high level of confidence that the mes-
sage is authentic, reliable, and unaltered. Represen-
tative vendors in this market are Entrust Technolo-
gies, IBM, and VeriSign.

F. Message Archiving

Most users hoard e-mail and refuse to regularly purge
their mailboxes of outdated e-mail. Message archiving
software proactively enforces an archiving policy
whereby old or outdated e-mail is migrated from on-
line storage on the e-mail server to a secondary server
or storage medium. This helps ensure that storage de-
vices in an e-mail server are kept free for new and cur-
rent e-mail. Representative vendors in this market are
K-Vault, OTG, and IXOS.

Vil. CONTEMPORARY ISSUES WITH E-MAIL

The e-mail world isn’t standing still—there are many
changes going on in the industry, and the contempo-
rary challenges are many and varied. We discuss these
in this section.

A. Secure E-Mail

E-mail can be intercepted by third parties and read,
modified, or deleted without the intended recipient
knowing. In situations where business is conducted over
e-mail, this is potentially hazardous to the health and
well-being of organizations and employees. There are
various methods of adding security to e-mail, with digi-
tal certificates playing a central role. When an
e-mail is sent, the digital certificate, or “signature,” of
the sender is added to the e-mail. This digital certificate
prevents the e-mail from being modified without break-
ing the original digital certificate. It also encrypts the
message so that only those people with a corresponding
key can unlock the message and read its contents.
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B. E-Mail for Wireless and Mobile Devices

Many business people travel frequently, to meet with
a customer, negotiate with a supplier, or network with
colleagues and competitors at a conference or
tradeshow. Such travel removes the individual from
the standard suite of productivity tools available to
them at the office. Given the centrality that e-mail
currently holds as the conduit of much organizational
communication, there is little wonder that an in-
creasing demand for off-site access to e-mail is evi-
dent. Access from wireless and mobile devices is the
latest of these demands.

A very high proportion of mobile business people
carry a mobile phone. The argument goes that it
would be great if access to e-mail could be obtained
through the phone device, rather than always having
to set up a laptop, log into the Web, or call back a sec-
retary and request that the latest bunch of e-mails be
faxed to the hotel. Hence phone designs are evolving
to offer advanced capabilities to simplify the access to
e-mail over a cellular network.

This demand is driving a change in the design of
phones. Whereas a small keypad and even smaller screen
is sufficient for dialing a phone number, the standard
business phone is nearly useless for e-mail. The top three
phone manufacturers (Nokia, Ericsson, and Motorola),
a host of smaller new entrants (such as NeoPoint and
Research In Motion), and the standard bearers of the
PC age (Microsoft with Samsung and Ericsson, Lotus
with Nokia) are all focused on developing the next great-
est thing in phone design for an information-rich world.
The emergence of devices with bigger screens, color
screens, new methods of textinput, larger keyboards,
combination phone/ PDA devices, and speech recogni-
tion are the result of this fervent episode of creativity.

C. Personal Use of Corporate E-Mail

Business managers provide resources and other ap-
propriate productivity tools to assist its employees in
getting their work done. E-mail is one such resource.

There are two arguments for disallowing personal
use of a corporate e-mail system. The first is that it re-
duces productivity. The employee is getting paid to
do their work, and instead is using their time for non-
business reasons. There are obviously degrees of mis-
use, ranging from the employee who sends one or two
e-mails a day to friends and uses no more than five
minutes to do so, or the individual who spends 90%
of their time e-mailing various friends about upcom-
ing parties. Each organization needs to decide where
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they draw the line on this; some help may be found
by looking at the current policy on using business
phones for calls to friends.

The second is potentially more damaging to the
business. An employee who is given a corporate
e-mail address is a representative of that organization
to the public. In 2000, a number of high-profile or-
ganizations found themselves in the public news over
inappropriate personal e-mail sent by members of
their staff, most to do with sexual lewdness. This is un-
helpful for brand management and establishing the
professionalism of the organization in the mind of its
various stakeholders.

D. Monitoring Employees’ E-Mail

Organizations taking the approach that e-mail is a busi-
ness resource for use on business matters usually want
the right to monitor employee compliance with the
corporate guidelines. This allows nominated individu-
als under management direction to open the mailbox
of specified employees and look through their e-mail.

It is highly recommended that an organization has
in place a written policy that all employees have signed
that outlines what rights of monitoring the organiza-
tion retains. While the specific rights of the organiza-
tion depend on the legal jurisdictions in which it op-
erates, having a written policy helps in communicating
these rights to employees.

It is important to place limits on the power of sys-
tem administrators. Most system administrators have
unreserved and untraceable access to all e-mail in-
boxes throughout an enterprise, allowing them to
read at will what they want. Given the sensitivity and
confidentiality around much business communica-
tion, these powers should be limited so that two indi-
viduals have to cooperate in order to review the
e-mail of another.

E. E-Mail Outsourcing

The economic theory of transaction costs posits that
businesses will organize their value creation activities
using internal hierarchies or external market players
depending on the cost of transacting business. Devel-
opments in technology that reduce transaction
costs encourage a move to market-based sourcing of
value-creating activities, and a consolidation within
the internal hierarchy around the essential elements
of “Why are we in business?” The rise of the Internet
as a communications backbone between organizations
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is driving a substantial worldwide reduction in trans-
action costs. In terms of an internal e-mail system,
many companies are deciding to focus management
time and attention on other priorities, and let spe-
cialist outsourcers take responsibility for the delivery
of e-mail across the organization.

There are two general approaches to the out-
sourcing of e-mail: where e-mail outsourcing is a sep-
arate project from the outsourcing of general infor-
mation systems functions, or secondly, where it is an
integrated element of an overall outsourcing plan.

The specialist outsourcer maintains an e-mail in-
frastructure within the corporate organization on be-
half of the organization. Servers, backbone network
connectivity, and administration personnel are lo-
cated on-site by the outsourcer at the major locations
of the client organization. All that really has changed
is that the responsibility for operating the system has
moved outside the management hierarchy.

The alternative for the specialist outsourcer is to pro-
vide servers and backbone connectivity through its own
network of data centers. This provides much greater
scale opportunities for the outsourcer, and hence a re-
duction in the unit cost of delivering e-mail to the client
organization. The outsourcer provides secure, fast, and
probably redundant network connections between the
client organization and its data center. Servers and mes-
saging data are hence managed through their life cycle
offsite to the client organization.

Any client organization moving toward outsourcing,
whether provided internally or through an external net-
work of data centers, should put in place a service level
agreement (SLA) between itself and the outsourcer. This
is essentially a contractual understanding of expecta-
tions between the two organizations, and should cover
such items as delivery time for e-mail, backup proce-
dures, response time for major and minor problems,
costs incurred in adding a new user or new site, and the
financial terms of the outsourcing agreement.

F. Time-Limited E-Mail

E-Mail can get you in trouble—big trouble—particu-
larly if your e-mail contains sensitive company informa-
tion, or highly private information, that you don’t want
to share with others. New add-on products to e-mail
clients and servers permit users to specify how long they
want an e-mail to remain readable. After the expiration
date and time is reached, the e-mail becomes unread-
able and cannot be accessed by others. In addition, de-
tailed statistics about who opened the e-mail and what
they did with it can be tracked and reported on. This is
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a relatively new technology area, but more companies
will adopt such offerings to protect themselves and their
confidential corporate information.

G. E-Mail Overload

Many people receive too much e-mail, e.g., it is not
uncommon for business people to receive 50-200
messages per day. That is a lot of e-mail to read, let
alone intelligently respond to in a timely fashion.

There are some technology solutions that aid in
processing such a huge volume of e-mail, but the bat-
tle is won or lost in personal habits. On the technol-
ogy side, use filters within the e-mail client to sort new
e-mails into predefined folders. Perhaps you are work-
ing on six high-priority projects and will receive an
avalanche of e-mail about each one for the next cou-
ple of weeks. Set up a rule that automatically filters all
project e-mail into separate project-specific folders, so
that you don’t have to perform this task manually and
can quickly review specific messages about the project
at a time you choose.

In addition, blacklist people you don’t want to re-
ceive e-mail from. If identifiable people within your or-
ganization, or external to it, are sending you e-mail
which clogs up your inbox and drains your productiv-
ity, set up a rule that automatically deletes their e-mail.

On the personal habits front, set aside time each
day to process e-mail, and for this most people need
30-60 minutes. Work through each e-mail in se-
quence, and take whatever action needs to be taken
as quickly as possible. If a direct report requests feed-
back on an idea, provide it there and then. If a new
task can be delegated or redirected to someone else
in the business, do it quickly. If there is a major new
piece of work coming out of an e-mail, note it in your
time and task management system so it can be prior-
itized and completed as appropriate.

Disconnect from your e-mail when you require fo-
cus and concentration for a current task. Elect not to
be notified of new e-mail as soon as they arrive; instead
take control of your inbox and use it as your tool, not
your master. If you turn on the ubiquitous “beep” and
pop-up notification for every time a new e-mail arrives,
you’ll be constantly interrupted and distracted from
your current task at hand. Leave e-mail to gather, and
then when you have a few spare moments during the
day, or you come to your “e-mail hour,” you can give
maximum focus to your new messages.

Sign up for newsletter e-mails judiciously. There
are a plethora of e-mail newsletters available that
promise to keep you informed about developme